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PREFACE

During the last decades much has been prophesized that there will be little need
for analog circuitry in the future because digital electronics is taking over. Far from
having proven true, this contention has provoked controversial rehuttals. as epito­
mized hy statemcnls such as "If you cannot do it in digital. it's got 10 be done in
analog." Add to this the common misconception that analog design, compared to
digital design, seems to be more of a whimsical art than a systematic science, and
what is the confused student to make of this controversy? Is it worth pursuing some
coursework in analog electronics, or is it better 10 focus just on digital?

There is no doubt that many functions that were traditionally the domain of
analog electronics are nowadays implemented in digital form, a popular example
being offered by digital audio. Here, the analog signals produced by microphones
and other acoustic transducers are suitably conditioned by means of amplifiers and
filters, and are then converted to digital form for further processing, such as mixing,
editing, and the creation ofspecial effects. as well as for the more mundane but no less
important tasks of transmission. storage, and retrieval. Finally, digital information is
converted back to analog signals for playing through loudspeakers. One of the main
reasons why it is desirable to perform as many funclions as possible digitally is the
generally superior reliability and flexibility ofdigital circuitry. However, the physical
world is inherently analog, indicating that there will always be a need for analog
circuitry to condition physical signals such as those associated with transducers, as
well as to convert information from analog to digital for processing, and from digital
back to analog for reuse in the physical world. Moreover, new arplications continue
to emerge, where consideralions of speed and power make il more advantageous to
use analog fronl ends; wireless communications provide a good example.

Indeed many applications today are best addressed by mixed-mode integrated
circuits (mixed-mode ICs) and systems, which rely on analog circuilry to interface
with the physical world, and digital circuitry for processing and control. Even though
the analog circuilry may constitute only a small portion of the total chip area, it is
often the most challenging part to design as well as the limiting factor on the perfor­
mance of the entire system. In this respect, it is usually the allalog designer who is
called to devise ingenious solutions to the task of realizing analog functions in decid­
edly digital technologies; SWitched-capacitor techniques in filtering and sigma-delta
techniques in data conversion are popular examples. In light of the above, the need
for competent analog designers will conlinue to remain very strong. Even purely
digital circuits, when pushed to their operalional limits, exhibit analog behavior.
Consequenlly, a solid grasp of analog design princ,' .. II I "'('hniques is a valuable
asset in the design of any IC, not just purely digital or pureJ) analog ICs.

THE BOOK

The goal of this book is the illustration of general analog principles and design
methodologies using practical devices and applications. The book is intended as a
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texthook I'm undcrgraduatc and graduate courses in design and applications with
analog integratcd circuits (amilog ICs). as well as a rel'erenc'e book for practicing
enginccrs. The reader is expected to have had an introductory course in electronics.
to he conversant in frequency-domain analysis techniques. and to possess basic skills
in the use of PSpice. Though the book contains enough material for a two-semester
course, it can also serve as basis for a one-semester course after suitable selection
of topies. The selection process is facilitated by the fact that the book as well as its
individual chaptcrs have generally been designed to proceed from the elementary to
the complex.

At San Francisco State University we use the book for a sequence of two one­
semester courses, one at the senior and the other at the graduate level. In the senior
course we cover Chapters 1-3, Chapters 5 and 6, and most of Chapters 9 and 10;
in the graduate course we cover all the rest. The senior course is taken concurrently
with a course in analog IC fabrication and design. For an effective utilization of
analog ICs. it is important that the user be cognizant of their internal workings. at
least qualitatively. To serve this need. the book provides intuitive explanations oflhe
technological and circuital factors intervening in a design decision.

The third edition retains the features that distinguished the second edition from
the IiI'S\: namely. eonsiderahle pedagogical enhancements, inclusion of PSpiee sim­
ulations, and expanded subject coverage to include, among others. current-feedback
amplitiers. switching regulators. sigma-delta converters. and phase-locked loops. In
addition. negative-feedback concepts have been clarified and emphasized further.
and thc number of end-of-chapter problems has been increased by 10% to achieve
a total of 579. Although many readers will undoubtedly prefer to use Windows ver­
sions of PSpice. it was decided after much deliberation to retain the netlist version
of the second edition because of its pedagogical advantages. However. the interested
reader can find Windows versions of tbe book's netlist examples in the accompanying
Wehsite at hltp:/Iwww.mhhe.com/franco.

The desire to address general and lasting principles in a manner that tran­
scends the latest technological trend has motivated the choice ofwell-established and
widely documented devices and technologies as vehicles to illustrate such principles.
However, whenever necessary. the reader is made aware of more contemporary
alternatives, as well as bihliographical sources and where to find them.

THE CONTENTS AT A GLANCE

Although not explicitly indicated. the book consists of three parts. Part I (Chapters
1-4) introduces fundamental concepts and applications based on the 01' amp as a
predominantly ideal device, It is felt that the student needs to develop sufficient con­
Iidencc with ideal (or ncar-ideal) 01' amp situations before tackling and assessing the
conscquences of practical device limitations. Limitations are the subject of p...rt II
(Chapters 5-8). which covers the topic in more systematic detail than previous edi­
tions. Finally. Part III (Chapters 9-13) exploits the maturity and judgment developed
by thc reader in the lirst two parts to address a variety ofdesign-oriented applications.
Following is a hrief chapter-by-chapter description of the material covered.

Chapter I reviews basic amplifier concepts. including negative feedback. Much
emphasis is placed on the loop gain T as a gauge of circuit performance. The student
is introduced to simple PSpice models. which will become more sophisticated as

we progress through the hook. T~~o!'c jpstruclors whu !I:ld the :OOP-,t;iii:: ;;"::aune."
overwhelming this early in the hook, may skip it to retura to it later. al a more suitable
time. Coverage rearrangemellls of this sort are lacilitated hy the fact that individual
sections and chapters have been designed to be as independent as possible from each
other; moreover, the end-of-chapter problems are grouped by section.

Chapter 2 deals with /- V, V -I, and /-1 converters. along with various instru­
mentation and transducer amplifiers. The chapter places much emphasis on feedback
topologies and the role of the loop gain T.

Chapter 3 covers first-order filters. audio filters. and popular second-order fil­
ters such as the KRC, multiple-feedback. state-variable. and biquad topologies. The
chapter emphasizes complex-plane systems concepts, and concludes with filter sen­
sitivities.

The reader who wants to go deeper into the subject of filters will find Chapter 4
useful. This chapter covers higher-order filter synthesis using both the cascade and
the direct approaches. Moreover, these approaches are presented for both the case
of active RC filters and the case of switched-capacitor (SC) filters.

Chapter 5addresses input-referrable 01' amp errors such as Vos. /B. los. CMRR.
PSRR, and drift, along with operating limits. The student is introduced to data­
sheet interpretation, PSpice macromodels. lind lIlso to different technologies and
topologies.

Chapter 6addresses dynamic limitations in both the frequency and time domains.
and investigates their effect on the resistive circuits and the filters that were studied in
Part I using mainly ideal 01' amp models. Voltage-feedhack and current-feedhack are
compared in detail. and PSpice is used extensively to visualize both the frequency and
transient responses of representative circuit examples. Having mastered the material
of the first four chapters using ideal or nearly-ideal 01' amps, the student is now
in a beller position to appreciate and evaluate the consequences of practical device
limitations.

The subject ofac noise, covered in Chapter 7, follows naturally since it combines
the principles learned both in Chapters 5 and 6. Noise calculations and estimation
represent another area in which PSpiee proves a most useful tool.

Part II concludes with the subject ofstability, in Chapter 8. The material has been
arranged to facilitate topic selection. and puts much emphasis on a systems-oriented
approach. Again. PSpice is used profusely to visualize the effect of the different
frequency-compensation techniques presented.

Part III begins with nonlinear applications, in Chapter 9. Here, nonlinear behav­
ior stems from either the lack of feedback (voltage comparators). or the presence
of feedback, but of the positive type (Sehmill triggers), or the presence of nega­
tive feedhack. but using nonlinear elements such as diodes and switches (precision
rectifiers. peak detectors. track-and-hold amplifiers).

Chapter III covers signal generatlll's. including Wien-hridge and qUlldrature os­
cillators. multivibrators. timers, function generators, and V-F and F-V converters.

Chapter II addresses regulation. It starts with voltage references. proceeds to
linear voltage regulators. and concludes with switching regulators. The last topic has
been at the center of much allcntion and industrial activity since the eighties, and
entire books have heen wrillcn on the subject. Of necessity. this chapter exposes the
student only to the fundamentals of this most important area.

Chapter 12 deals with data conversion. Data-converter specifications are treated
in systematic fashion. and various applications with multiplying DACs are presented.
The chapter concludes with oversampling-conversion prinCiples and sigma-delta

Preface
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conveners. Much has been written also about this subject, so this chapter ofnecessity
exposes the student only to the fundamentals.

Chapter 13 concludes the book with a variety of nonlinear circuits, such as
109/antilog amplifiers, analog multipliers, and operational transconductance ampli­
fiers with a brief exposure to gm-C filters. The chapter culminates with an introduc­
tion to phase-locked loops, a subject that combines imponant materials addressed
at various points in the preceding chapters.

THE WEBSITE

The book is accompanied by a website (http://www.mhhe.comlfranco)containing a
variety of Instructor and Student Resources as well as other useful links. A website
icon has been placed in the margin in those places in the text where the website
resources would prove most useful. The Instructor Resources consist of a Solu­
tions Manual, Downloadable Software, Windows Version of PSpice Examples, and
PageOut (a link to McGraw-Hill's course Website Development Tools). The Stu­
dent Resources consist of Downloadable Software and Windows Version of PSpice
Examples. The author welcomes feedback via email, at sfranco@sfsu.edu.
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OPERATIONAL AMPLIFIER
FUNDAMENTALS

1.1 Amplifier Fundamentals
1.2 The Operational Amplifier
1.3 Basic Op Amp Configurations
1.4 Ideal Op Amp Circuit Analysis
1.5 Negative Feedback
1.6 Feedback in Op Amp Circuits
1.7 The Loop Gain
1.8 Op Amp Powering

Problems
Bibliography
Appendix IA

The term operational amplifier, or op amp for short, was coined in 1947 by John R.
Ragazzini to denote a special type ofamplifier that, by proper seledion of its external
components, could be configured for a variety of operations such as amplification,
addition, su~traction, differentiation, and integration. The first applications of op
amps were tn analog computers. The ability to perform mathematical operations
was the result of combining high gain with negative feedback.

Early op amps were implemented with vacuum tubes, so they were bulky, power­
hungry, and expensive. The first dramatic miniaturization of the op amp came with
the advent of the bipolar junction transistor (BIT), which led to a whole generation
ofop amp ~odules implemented with discrete BITs. However, the real breakthrough
occurred With the development of the integrated circuit (IC) op amp, whose elements
are fabricated in monolithic form on a silicon chip the size ofa pinhead. The first such
device was developed by Roben J. Widlar at Fairchild Semiconductor Corporation
tn the early 196Os. In 1968 Fairchild introduced the op amp that was to become the
industry standard, the popular /lA74 I. Since then the number of op amp families
and manufacturers has swollen considerably. Nevenheless, the 741 remains one of
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two-port device that accepts an externally applied signal, called input, and generates
a signal called output such that output = gain x input, where gain is a suitable
proportionality constant. A device conforming to this definition is called a linear
amplifier to distinguish it from devices with nonlinear input-output relationships,
such as quadratic and log/antilog amplifiers. Unless stated to the contrary. the term
amplifier will here signify linear amplifier.

An amplifier receives its input from a source upstream and delivers its output
to a load downstream. Depending on the nature of the input and output signals. we
have different amplifier types. The most common is the voltuge amplifier. who".
input Vt and output vo are voltages. Each port of the amplifier can he modeled with
a Thevenin equivalent, consisting of a voltage source and a series resislance. The
input port usually plays a purely passive role, so we model it with just a resistance
Rj, called the input resistance of the amplifier. The output port is modeled with
a voltage-controlled voltage source (VCVS) to signify the dependence of Vo on
vI, along with a series resistance Ro called the output resistance. The situation is
depicted in Fig. 1.1, where Aoc is called the volrage gain factor and is expressed in
volts per volt. Note that the input source is also modeled with a Thevenin equivalent
consisting of the source vS and series resistance R,; the output load, playing a passive
role, is modeled with a mere resistance RL.

We now wish to derive an expression for v0 in terms of vs. Applying the voltage
divider formula at the output port yields

RL
Vo = R

o
+ RL AocVI (1.1)

We note that in the absence of any load (RL = 00) we would have vo = AocVI.
Hence, Aoc is called the unloaded, or open-circuit, voltage gain. Applying the voltage
divider formula at the input port yields

Rj
VI = R, + Rj vs

Eliminating v I and rearranging, we obtain the source-la-load gain,

Vo Rj RL
- = ---Aoc -=----"-;:­
vs R" + R; R" + RL

As the signal progresses from source to load, it undergoes lirst some altcnuation at
the input port, then magnification by Aoc inside the amplifier, and finally additional
allenuation at the output port. These attenuations are referred to as loading. It is
apparent that because of loading, Eq. (1.3) gives Ivo/vsl :5 IAocl.

Before embarking on the study of the operational amplifier, it is worth reviewing
the fundamental concepts of amplification and loading. Recall that an amplifier is a

1.1
AMPLIFIER FUNDAMENTALS

!ne most !X'pular types In spite of competition from devices of comparable cost but
superior performance. Because of its enduring popularity and the fact that it is the
most widely documented 01' arnp in the literature, we shall use it as a vehicle to
illustrate general 01' amp principles and also as a yardstick to assess the relative
merits of other 01' amp families. However, we shall not hesitate to tum to other 01'
amp types if they prove better suited to the application at hand.

01' amps have made lasting inroads into virtually every area ofanalog and mixed
analog-digital electronics. Such widespread use has been aided by dramatic price
drops. Today, the cost of an 01' amp that is purchased in volume quantities can be
comparable to that of more traditional and less sophisticated components such as
trimmers, quality capacitors, and precision resistors. In fact, the prevailing attitude is
to regard the 01' amp as just another component, a viewpoint that has had a profound
impact on the way we think of analog circuits and design them today.

The internal circuit diagram of the 741 01' amp is shown in Fig. SA.2 of the
Appendix at the end of Chapter S. The circuit may be intimidating, especially if
your understanding of BJTs is not sufficiently deep. Be reassured, however, that it is
possible to design a great number of 01' amp circuits without a detailed knowledge of
the 01' amp's inner workings. Indeed, in spite of its internal complexity, the 01' amp
lends itself to a black-box representation with a very simple relationship between
output and input. We shall see that this simplified schematization is adequate for a
great variety of situations. When it is not, we shall tum to the data sheets and predict
circuit performance from specified data, again avoiding a detailed consideration of
the inner workings.

To promote their products, 01' amp manufacturers maintain applications depart­
ments with the purpose of identifying areas of application for their products and
publicizing them by means of application notes and articles in trade journals. You
are encouraged to start building your own reference library of linear data books and
application notes. Browse through them in your spare time, and you will be amazed
by the wealth of information they provide. For your convenience, we maintain an
updated list of the major 01' amp manufacturers. This list can be accessed by visiting
the Web site at http://www.mhhe.comlfranco.

This study of 01' amp principles should be corroborated by practical experimen­
tation. You can either assemble your circuits on a protoboard and try them out in the
lab. or you can simulate them with a personal computer using any ofthe various CADI
CAE packages available. such as SPICE. For best results, you may wish to do both.

After reviewing basic amplifier concepts, this chapter introduces the 01' amp
as well as analytical techniques suitable for investigating a variety of basic 01' amp
circuits. Central to the operation of these circuits is the concept of negativefeedback.
In particular, the reader is introduced to the concept of loop gain as the most impor­
tant characteristic of negative-feedback circuits. The chapter concludes with some
practical considerations, such as op amp powering, output saturation, and internal
power dissipation.
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EXAMPLE 1.1. (a) An amplifier with Hi = 100 kfl, A", = 100 VI V, and Ho = I fl is
driven by a source Wilh H, = 25 kfl and drives a load HI. = 3 fl. Calculate lhe over~1I

gain as well as the amount of input and oUlput loading. (b) Repeat, bUI for a source with
H, = 50 kQ and a load HI. = 4 fl. Compare.

Solution.

(a) By Eq. (1.3), the overall gain is vo/vs = [100/(25 + 1(0)) x 100 x 3/(1 + 3! =
0.80 x 100 x 0.75 = 60 VIV, which is less Ihan 100 VIV because of loadmg.
Input loading causes the source voltage to drop to 80% of its unloaded value; output
loading inl" i. an additional drop to 75%.

(b) By the same equation, vo/vs =0.67 x 100 x 0.80 = 53.3 V/V. We now have. more
loading at the input but less loading at the output. Moreover, the overall gam has
changed 1', .• V to 53.3 V/V.

Loading is generally undesirable because it makes the overall gain dependent
on the particular input source and output load, not to mention gain reduction. The
origin of loading is obvious: when the amplifier is connected to the input source,
Hi draws current and causes Hs to drop some voltage. It is precisely this drop that,
once subtracted 1'" ') k ,Ids to a reduced voltage vI. Likewise, at the output port
the magnitude of vu is less than the dependent-source voltage Aocvl because of the
voltage drop across Hu.

If loading could he eliminated altogether, we would have vo/vs = Aoc regard­
less of the input source and the output load. To achieve this condition, the voltage

.... - drops across H., and Ho must be zero regardless of Hs and HL. The only way to
achieve this is by requiring that our voltage amplifier have Hi = 00 and Ho =O. For
obvious reasons such an amplifier is termed ideal. Though these conditions cannot
be met in practice, an amplifier designer will strive to approximate them as closely
as possiblc by ensuring that Hi » H., and Ho « HL for all input sources and output
loads that the amplifier is likely to be connected to.

Another popular amplifier is the currenl amplifier. Since we are now dealing
with currents, we model the input source and the amplifier with Norton equivalents,
as in Fig. 1.2. Thp parameter Asc of the current-controlled current source (CCCS)
is called the unl" ."d, or short-cireuit, currenI gain. Applying the current divider
formula twice yields the source-to-load gain,

io = ~Asc Ho (1.4)
is Hs+H; Ho+HL

TABLE 1.1 5
Basic amplifiers and their ideal terminal resistances

SECTION 1.(

Input Oulpul Amplifier type Gain HI Ho The Operatio,._.

Vohage V/V 00 0
Amplifier,

1'/ Vo
;/ ;0 Current NA 0 00

v/ io Transconductance AN 00 00

i / va Transresislance VIA 0 0

We again witness loading both at the input port, where part of is is lost through Hs,
making i 1 less than is, and at the output port, where part of Asci1 is lost through
Ho . Consequently, we always have lio/ isl ::s IAscl. 1" eliminate loading, an ideal
current amplifier has H; =0 and Ho = 00, exactly the opposite of the ideal voltage
amplifier.

An amplifier whose input is a voltage viand whose output is a current i 0
is called a tran.rconductance amplifier because its gain is in amperes per volt, the
dimensions of conductance. The situation at the input port is the same as that of
the voltage amplifier of Fig. I. I; the situation at the output port is similar to that of
the current amplifier of Fig. 1.2, except that the dependent source is now a voltage­
controlled current source (VCCS) of value Ag VI, with Ag in amperes per volt. To
avoid loading, an ideal transconductance amplifier has H; = 00 and Ho = 00.

Finally, an amplifier whose input is a current i 1 and whose output is a voltage
vo is called a lransresislance amplifier, and its gain is in volts per ampere. The input
port appears as in Fig. 1.2, and the output port as in Fig. I.J, except that we now
have a current-controlled voltage source (CCVS) of value AriI, with Ar in volts
per ampere. Ideally, such an amplifier has Hj = 0 and Ho = 0, the opposite of the
transconductance amplifier.

The four basic amplifier types, along with their ideal input and outpUt resis­
tances, are summarized in Table I. J.

1.2
THE OPERATIONAL AMPLIFIER

The operational amplifier is a voltage amplifier with extremely high gain. For exam­
ple, the popular 741 01' amp has a typical gain of 200,000 V/V, also expressed
as 200 V/mV. Gain is also expressed in decibels (dB) as 20 log10 200,000 =
106 dB. The OP-77, a more recent type, has a gain of 12 million, or 12 V//J.V,
or 20 loglO(l2 x J()6) = 141.6 dB. In fact, what distinguishes 01' amps fom all
other voltage amplifiers is the size· ; 1 the next sections we shall see
thatthe higher the gain the belter, or tit... ' ;~e""v have an infinitely
large gain. Why one would want gain to be CA.. .,e infinite, will
become clearer as soon as we start analyzing our first up amp weuits.

Figure 1.3a shows the symbol of the 01' amp and the power-supply connections
to make it work. The inputs, identified by the "-" and "+" symbols, are designated
inverting and nOllinverting. Their voltages with respect to ground are denoted"N
and vp, and the outpUt voltage as 1'0. The arrowhead signifies signal flow from the
inputs to the output.

Load
1-------, :,

I,
NL :

, :
!-_----_:, ,L l

Current amplifierr--------------------,

"

FIGURE U

Currenl amplifier.
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,
,
,,,,L _
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ta) (b)
FIGURE 1.4

Ideal op amp model.

is called the differential input voltage, and gain a is also called the unloaded gain
because in the absence of output loading we have

•·WURE 1.3

(a) Op amp symbol and power-supply connections. (h) Equiva­
lent circuit of a powered op amp. (The 741 op amp has typically
'.1 = 2 Mn. a = 200 V/mV. and,.. = 75 n.)

Since both input terminals are allowed to attain independent potentials with respect
to ground, the input port is said to be of the double-ended type. Contrast this with the
output port, which is of the single-ended type. Equation (1.6) indicates that the op
amp responds only to the difference between its input voltages, not to their individual
values. Consequently, op amps are also called difference amplifiers.

Reversing Eq. (1.6), we obtain

:. '•..

( 1.8a)

( 1.8b)

(1.8c)

( 1.8d)

rd = 00

ro = 0

ip=iN=O

a ->00

Its idealterrninal conditions are

where ip and iN are the currents drawn by the noninverting and inverting inputs.
The ideal op amp model is shown in Fig. 1.4.

We observe that in the limit a -> 00 we obtain VD -> vo/oo -> O! This result is
often a source of puzzlement because it makes one wonder how an amplifier with zero
input can sustain a nonz.ero output. Shouldn't the output also be zero by Eq. (1.6)?
The answer lies in the fact that as gain a approaches infinity, vJ) does indeed approach
zero, but in such a way as to maintain the product aVD nonzero and equal to Yo.

Real-life op amps depart somewhat from the ideal, so the model of Fig. 1.4 is
only a conceptualization. But during our initiation into the realm of op amp circuits,
we shall use this model because it relieves us from worrying about loading effects
so that we can concentrate on the role of the op amp itself. Once we have developed
enough understanding and confidence, we shall backtrack and use the more realistic
model of Fig. l.3b to assess the validity of our results. We shall find that the results
obtained with the ideal and with the real-life models are in much closer agreement
than we might have suspected, corroborating the claim that the ideal model, though
a conceptualization, is not that academic after all.

We know thai to minimize Imlding. a well-designed voltage amplifier must draw
negligible (ideally zero) current from the input source and must present negligible
(ideally zero) resistance to the output load. Op amps are no exception. so we define
the ideal op amp as an ideal voltage amplifier with infinite open-loop gain:

The Ideal Op Amp

(1.5)

(1.7)

(1.6)

Vo
VD=­

a

VD=VP-VN

Vo = aVD = a(vp - VN)

Op amps do not have a 0-V ground terminal. Ground reference is established
externally by the power-supply common. The supply voltages are denoted Vee and
VEE, and their values are typically ± 15 V, though other values are possible, as we
shall see. To minimize cluttering in circuit diagrams, it is customary not to show the
power-supply connections. However, when we try out an op amp in the lab, we must
remember to apply power to make it function.

Figure l.3b shows the equivalent circuit of a properly powered op amp. Though
the op amp itselfdoes not have a ground pin, the ground symbol inside its equivalent
eircuit models the power-supply common ofFig. l.3a. The equivalent circuit includes
the differential input resistance,d, the voltage gain a, and the output resistance ro.
For reasons that will become clear in the next sections, rd, a, and r0 are referred to
as open-loop parameters and are symbolized by lowercase letters. The difference

which allows us to find the voltage VD causing a given Yo. We again observe that
this equation yields only the difference vD, not the values of vN and vp themselves.
Because of the large gain a in the denominator, v D is bound to be very small. For
instance, to sustain vo = 6 V, an unloaded 741 op amp needs VD = 6/200,000 =
30 /lV, quite a small voltage. An unloaded OP-77 would need VD = 6/(12 x 106) =
0.5 /l V, an even smaller value!

SPICE Simulation

Circuit simulation by computer has become a powerful and indispensable tool in
both analysis and design. In this book we shall use the popular program known as
PSpice to verify the results of our calculations. As we proceed, we shall develop op



1'lIiURE 1.5
Simple op amp model for PSpice,
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FtGURE 1.6
Noninverting amplifier and circuit model for its analysis,

; input red.teoc.
,gain
,output resistance

~
I '0 Vo

+ ea
aVD

-Simple op amp lDOdel

. lubckt OA vP vN YO

rd vP vN :ZMeg
ea 1 0 vP vN :ZOOk

ro 1 vO 75

.ends OA

amp models of increasing complexity, We begin with the basic model depicted in
Fig. 1.5, The following code reflects typical 741 op "mp p"rameters "t dc:
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The Noninverting Amplifier

1.3
BASIC OP AMP CONFIGURATIONS

If a pseudo-ideal model is desired. then rd is left open. r 0 is shorted out. and the
source value is increased from 200 kVIV to some huge value. say. I GVIV, (However.
the reader is cautioned that too large a value may cause convergence problems.)

By connecting external componems around an op amp. we obtain what we shall
henceforth refer to as an op amp circuil. It is crucial that you understand the difference
between an op amp circuit and" plain op amp. Think of the latter as a component
of the former. just as the external components are. The most basic op amp circuits
are the inverting. noninverting. and buffer amplifier.~.

feedback around the op amp, Letting v0 = a(v p - vN ). we get

vo =a (v I - I yo) (LlI)
1+ R21RI

Collecting terms and solving for the ratio volv I. which we shall designate as A.
yields. after minor rearrangement.

A_ VO _(I+ R2 ) I (Ll2)
- -;;; - Ii; I + (1 + R21RIlla

This result reveals that the circuit of Fig, 1.60. consisting of an op amp plus a resistor
pair. is itself an amplifier. and that its gain is A, Since A is positive. the polarity of
v0 is the same as that of vI-hence the name noninverting amplifier.

The gain A of the op amp circuit and the gain a of the basic op amp are quite
different This is not surprising. as the two amplifiers. while sharing the same output
vo. have different inputs. namely. vI for the former and vD for the latter, To under­
score this difference. a is referred to as the open-loop gain. and A as the closed-loop
gain. the latter designation stemming from the fact that the op amp circuit contains a
loop. In fact. starting from the inverting input in Fig. 1.6b. we can trace a clockwise
loop through the op amp and then through the resistive network. which brings us
back to the starting point

EXAMPLE 1.1. InthecircuitofFig.I.6a.letv, = I V.R, =2kfl.andR2 = 18kfl.
Find Vo if (a) a = 102 VIV. (b) a = Ill" VIV. (c) a = 100 V/V. Comment on your
findings,

Solution. Equation (1.12) gives vo/I = (I + 18/2)/( I + IO/a),or Vo = 10/( I + 10/u).
So

(a) Vo = 10/(1 + 10/102
) = 9.091 V,

(b) Vo = 9.990 V.
(c) Vo = 9.9999 V.

The higher the gain u. the closer v0 is to 10.0 V.

( 1.9)vp = ,,[

Using the voltage dividerformul" yields VN = (RI I(RI + R2)]VO. or

I
VN = 1+ R21 RI vo (LID)

The voltage vN represents the fraction of v 0 that is being fed back to the invert­
ing input Consequently. the function of the resistive nelwork is to create negative

The circuit of Fig. 1.60 consists of an op amp and two external resistors. To under­
stand its function. we need to find a relationship between v0 and vI. To this end we
redraw it as in Fig, 1.6b. where the op amp has been replaced by its equivalent model
and the resistive network has been rearranged to emphasize its role in the circuit
We can find vo via Eq. (1.6); however. we must first derive expressions for v p and
vN. By inspection.
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Lelling a ---> 00 in Eq. (1.12) yields a closed-loop gain that we refer to as ideal:

(1.13)

I-----------"j
VID-jO ,------+-0 '0

I
I
I
I
II.. J
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The Voltage Follower

FIGURE 1.8
Voltage follower and its ideal equivalent circuit.

(1.15)

(1.14)

Ro =0

Ro =0

(b)

,-------1
v,o--t-o

I
I
I
I
I

~-------~

(b)

Ri = 00

la)

(a)

A = I V/V

FIGURE 1.7

Noninverting amplifier and its ideal equivalent circuit.

and the equivalent circuit is shown in Fig. I.Sb. As a voltage amplifier, the follower
is not much of an achiever since its gain is only unity. Its specialty, however, is to
act as a resistance transformer, since looking into its input we see an open circuit,
but looking into its output we see a short circuit to a source of value v0 = vI.

To appreciate this feature, consider a source vS whose voltage we wish to apply
across a load RL. If the source were ideal, all we would need would be a plain wire
to connect the two. However, if the source has nonzero output resistance R" as in
Fig. 1.9a, then R, and RL will form a voltage divider and the magnitude of vL will
be less than that of vs because of the voltage drop across R,. Let us now replace

Lelling Rt =00 and R2 =0 in the noninverting amplifier turns it into the anily-gain
amplifier, or voltagefollower, of Fig. 1.8a. Note that the circuit consists of the op amp
and a wire to feed the entire output back to the input. The closed-loop parameters
are

In summary,

which, according to Table I. I, represent the ideal terminal charactistics of a voltage
amplifier. The equivalent circuit of the ideal noninverting amplifier is shown in
Fig. 1.7.

In this limit A becomes independent of a and its value is set exclusively by the
eXlemal resistance ralio, R2/ RI. We can now appreciate the reason for wanting
a ---> 00. Indeed, a circuit whose closed-loop gain depends only on a resistance ratio
offers tremendous advantages for the designer since it makes it easy to tailor gain
10 Ihe application at hand. For instance, suppose you need an amplifier with a gain
of 2 V/V. Then, by Eq. (1.13), pick R2/ RI = A - I = 2 - I = I; for example,
pick RI = R2 = 100 kQ. Do you want A = 10 V/V? Then pick R2/ Rt = 9; for
example, RI = 20 kQ and R2 = 180 kQ. Do you want an amplifier with variable
gain'! Then make RI or R2 variable by means of a potentiometer (pot). For example,
if RI is a lixed lO-kQ resistor and R2 is a 100-kQ pot configured as a variable
resistance from 0 Q to 100 kQ, then Eq. (1.13) indicates that the gain can be varied
over Ihe range I V/V :'0 A :'0 II V/V. No wonder it is desirable that a ---> 00. It
leads 10 the simpler expression of Eq. (1.13) and it makes op amp circuit design a
real snap!

Another advantage ofEq. (1.13) is that gain A can be made as accurate and stable
as needed by using resistors of suitable quality. Actually it is not even necessary that
the individual resistors be of high quality; it only suffices that their ratio be so.
For example, using lwo resistances that track each other with temperature so as
to maintain a constant ratio will make gain A temperature-independent. Contrast
this with gain a that depends on the characteristics of the resistors, diodes, and
transistors inside the op amp, and is therefore sensitive to thermal drift, aging,
and production variations. This is a prime example of one of the most fascinating
aspects of eleclronics, namely, the ability to implement high-performance circuits
using inferior components!

The advantages afforded by Eq. (1.13) do not come for free. The price is the size
Ill' gain a needed to make lhis equation acceptable within a given degree of accuracy
(more on this will follow). It is often said that we are in effect throwing away a good
deal of open-loop gain for the sake of stabilizing the closed-loop gain. Considering
the benefits, the price is well worth paying, especially with IC technology, which,
in mass production, makes it possible (0 achieve high open-loop gains at extremely
low cost.

Since the op amp circuit of Fig. 1.6 has proven to be an amplifier itself, besides
gain A it must also present input and output resistances, which we shall designate
as Ri and Ro and call the dOJed-loop inpal and oalpal resistances. You may have
noticed that to keep the distinction between the parameters of the basic op amp
and those of the op amp circuit, we are using lowercase lellers for the former and
uppercase lellers for the laller.

Though we shall have more to say about Ri and Ro from the viewpoint of neg­
ative feedback in Section 1.6, we presently use the simplified model of Fig. 1.6b
to state that Ri =00 because the nOll inverting input terminal appears as an open
circuit, and Ro = 0 because the output comes directly from the source av D.



FI<;URE 1.9

S(Hln.:e (Inti hmd c(umected «(I) directly, and (b) Vil.I.1 vollage folltJwer 10
eliminate I{)ading.

the wire by a voltage follower as in Fig. 1.9b. Since the follower has R; = 00, there
is no loading at the input, so 1'/ = 1'5. Moreover, since the follower has R" = 0,
loading is absent also from the output, so 1'1. = 1'/ = vs, indiealing that RL now
receives the full source voltage with no losses. The role of the follower is thus to act
as a blifJer between source and load.

We also observe that now the source delivers no current and hence no power,
while in the circuit of Fig. 1.9a it did. The current and power drawn by RL are
now supplied by the op amp, which in tum takes them from its power supplies,
not explicitly shown in the figure. Thus, besides restoring vL to the full value of
vs, the follower relieves the source 1'5 from supplying any power. The need for a

, ,buffer arises so often in electronic design that special circuits are available whose
performance has been optimized for this function. The BUF-03 (Analog Devices) is
a popular example.
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(1.16)vp =0

we have

Ideal Closed-Loop Characteristics

I I
VN = 1'/ + 1'0 (1 17)

I+RtIR2 I+R2IRr .

Letting 1'0 = a(vp - I'N) yields

vo=a(- I 1'/- I 1'0) (1./8)
1+ RIIR2 1+ R21RI

Comparing with Eq. (1./1), we observe that the resistive network still feeds the
portion 1/(1 + R2IRI) of 1'0 back to the inverting input. thus providing the same
amount of negallve feedback. Solving for the ratio 1'0I v/ and rearranging, we obtain

A = :~ - (- ;~) I + (I + ~2IR)la (1.19)

Our circ~it is again a~ amplifier. ~owever, the gain A is now negative, indicating
that the polanty o~vo Will be opposIte to that of 1'/. This is not surprising, because
we are now applymg 1'/ to the inverting side of the op amp. Hence, the circuit is
called an inverting amplifier. If the input is a sine wave, the circuit will introduce a
phase reversal. or, equivalently, a J80" phase shift.

Applying the superposition principle yields VN = [R2/(R, + R2»)V/ +
[RJ!(R) + R2»)VO, or

+
"L

(bl(al
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The Inverting Amplifier Letting a --> 00 in Eq. (1.19), we obtain

Together wilh the non inverting amplifier, the inverting configuration of Fig. l.lOa
constitutes a cornerstone of op amp applications. The inverting amplifier was in­
veuted befure the nuninverting amplifier because in their early days op amps had only
une input, namely, the inverting one. Referring to the equivalent circuit of Fig. I. lOb.

FU;lJRE 1.10

Inverting amplifier and circuit model fur its analysis.

( 1.20)

( 1.21 )Ro = 0

Aidea) = lim A = _ R2
(I""'" 00 RI

~hat .is, the closed-loop gain again depends only on an external resistance ratio,
yleldmg well-known advantages for the circuit designer. For instance, if we need
an amplifier with a gain of -5 VIV, we pick two resistances in a 5: I ratio, such as
RI = 2~ kQ and R2 = 100 kQ. If, on the other hand, R) is a fixed 20-kQ resislor
and R2 IS ~ IOO-kQ pot configured as a variable resistance, then the closed-loop gain
can be: vaned anywhere over the range -5 VIV ::: A ::: O. Note in particular that the
magnnude of A can now be controlled all the way down to zero.

We now tum to .the task of determining the closed-loop input and output resis­
tances R; and Ro . Sm~e I'D = vola is vanishingly small because of the large size
ofa, It follows that vN IS very close to vp, which is zero. in fact, in the limit a --> 00,

vN ,:"ould be zero e:xactly, and would be referred to as virtaal ground because to an
outSIde observer thmgs ap~ar as ~f the inverting input were permanently grounded.
We co~c1ude that the effectIve resIstance seen by the input source is just RI. More­
over, smce the output comes directly from the source avD, we have R

o
= O. [n

summary,
(bl

",R,

lal

R,



The equivalent circuit of the inverting amplifier is shown in Fig. 1.11.
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(1.23)

- R21 R ,. Eliminatingindicating thatlv/I ::: Ivsl. Applying Eq. (1.20), "LI"I
vI, we obtain

R2----
Vs R.. + RI

Because of loading at the input, the magnitude of the overall gain, R2/(R.. + RI),
IS less t~an thaI o.f the amplifier alone, R21RI. The amounl of loading depends on
the relallve magmtudes of R.. and RI' and only if R.. « RI can loading be ignored.

We can look al the above circuit also from another viewpoint. Namely, 10 find
the gam vLlvs, we can still apply Eq. (1.20), provided, however, Ihal we regard R..
and RI as a single resistance of value R,f + RI. Thus, vL!vs = -Rz/(R.. + RI),
Ihe same as above.

(b)(a)

FIGURE 1.11
Inverting amplifier and its ideal equivalent circuit.
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EXA MPLE 1.3. Use PSpice to verify the values of Ri,A, and Ro in the circuit of Fig. 1.11
if R, = 10 Hl and R, = 100 kQ.

Solution. To obtain tbe transfer and terminal characteristics. we use lhe . tf statemenl.
The PSpice input file is as follows.

,.
'l

( 1.24)

( 1.25)

lim vJ)=O
a~oo

or, since VN = vp - VD = Vp - vola, VN approaches vp,

lim VN = Vp
lI ...... OO

Considering the simplicity of the ideal closed-loop results of Ihe previous seclion,
we wonder whether there is nol a simpler lechnique 10 derive Ihem, bypassing some
of the tedious algebra. Such a technique exists and is based on the fact Ihal when
the op amp is operated with negative feedback, in the limil a ..... 00 its inpul voltage
vD = vola approaches zero,

1.4
IDEAL OP AMP CIRCUIT ANALYSIS

O-VI (V\ +6)-"2
-'0- = 30

This property, referred to as the input voltage constrailll, makes the input lerminals
appear as if they were shorted logelher, though in faCI they are not. We also know that
an ideal op amp draws no current at its input terminals, so this apparenl short carries
no current, a property referred 10 as Ihe iI/pili currelll cO/l.'trailll. In olher words, for
voltage purposes the input port appears as a short circuit, bUI for current purposes it
appears as an open circuit! Hence the designation virtual short. Summarizing, when
operated with negative feedback. an idealop amp will output whatever voltage alld
current ;t takes to dril'e \' D to zero or, equivalent!.v. to force vN 10 track \' p. hut
without drawing allY currelll at either illpUltermillal.

NOle Ihat it is vN Ihat follows" p, notlhe other way around. The op amp controls
vN via the external feedback network. Wilhout feedback, the op amp would be unable
to influence vN and the above equalions would no longer hold.

To beller undersland the aClion of the op amp, consider Ihe simple circuil of
Fig. 1.13a, where we have, by inspeclion, i = 0, \'1 = 0, "2 = 6 V, and "] = 6 V.
If we now connect an op amp as in Fig. I .13b. what will happen? As we know, the
op amp will drive "] to whatever it lakes tn make I'~ = \'1. Tn lind these vnllages.
we equale the current enlering the 6-V snurce 10 lhal exiling il; or

( 1.22)

V,.

RI
VI = ---vs

R,,+RI

I'S

FtGURE 1.12

Input loading by the inverting amplifier.

v(31/vi .. -1.000£+01

Input re.istance at vi • 1.0001+06

OUtput resistance at v(3) • 0.0001+00

Inverting amplifier

vi 1 0 ac IV

R1 1 2 10k

R2 2 ) lOOk

eoa30201G

.tf vI)) vi

•end

This confirms thaI Ri = 10 kQ, A = -10 V/V, and Ro = O.

After running PSpice, we get the following output-file printout:

Unlike its non inverting counterpart, the inverting amplifier will load down the
inpul source if Ihe source is nonideal. This is depicled in Fig. 1.12. Since in the limit
a ..... 00, the op amp keeps VN ..... 0 V (virtual ground), we can apply the voltage
divider formula and write



FIGURE 1.14

Mechanical analogies of the noninverting and the inverting
amplifiers.
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The Summing Amplifier

The summing amplifier has two or more inputs and one output. Though the example
of Fig. 1.15 has three inputs, VI, 1'2, and 1'3, the following analysis can readily be
generalized to an arbitrary number of them. To obtain a relationship between output
and inputs, we impose that the total current entering the virtual-ground node equal
that exiting it, or

Letting 1'2 = 1'1 and solving yields VI = -2 V. The current is

. 0- VI 2
I = -- = - = 0.2 rnA

10 10

(u)

f'J(a'R~: 1.13

The effect of an op amp in a circuit.

The Basic Amplifiers Revisited

and the output voltage is

1'3 = 1'2 - 20i = -2 - 20 x 0.2 = -6 V

Summarizing, as the op amp is inserted in the circuit, it swings 1'3 from 6 V to -6 V
because this is the voltage that makes 1'2 = vI. Consequently, vI is changed from
oV to -2 V, and 1'2 from 6 V to -2 V. The op amp also sinks a current of 0.2 rnA
.t its output terminal, but without drawing any current at either input.
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Summingjunclion (0 V)

R,

R"

/" -0 "0

",

.,

FIGURE 1.15

Summing amplifier.

It is instructive 10 dcrive the noninverting and inverting amplilier gains using the
concept of the virll/al shorl. In the circuit of fig. 1.14a we exploit this concept to
label the inverting-input voltage as 1'1. Applying the voltage divider formula, we
have 1'1 = 1'(}/(1 + R2/RI), which is readily turned around to yield the familiar
relationship I'V = (I + R2/ Rill' I. In words, the noninverting amplifier provides
the illl'ene' function of the voltage divider: the divider attenuates 1'0 to yield vJ,

whereas Ihe amplifier magnifies \' I hy the inverse amount to yield 1'0. This action
can be visualized via the lever analog depicted above the amplifier in the figure. The
lever pivots around a point corresponding to ground. The lever segments correspond
10 resistances, and Ihe swings correspond to voltages.

In the circuit of Fig. 1.14b we again exploit the virtual-short concept to label
the inverting input as a virtual ground, or 0 V. Applying KCL, we have (VI - 0)/
RI =(0 - 1'0)/R2, which is readily solved for 1'0 to yield the familiar relation­
ship I'(} =(- R2/ RI )1'/. This can be visualized via the mechanical analog shown
above the amplitier. An upswing (downswing) at the input produces a downswing
(upswing) at the output. By contrast, in Fig. 1.14a the output swings in the same
direction as the input.

So far. we have only studied the hllsic op amp l.:Onliguralinns. II is time In
familiarize ourselves with other op amp circuits. These we shall study using the
virtual-short concept.



If R3 = R2 = Rio then Eq. (1.26) yields

RF
va = --(VI + V2 + V3) (1.28)

RI
that is, va is proportional to the true sum of the inputs. The proportionality constant
-RF / RI can be varied all the way down to zero by implementing RF witha variable
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(1.29)

l
>-_4--<l '0

resistance. If all resistances are equal, the circuit yields the (inverted) sum of its
inputs, va = -(VI + V2 + V3).

The Difference Amplifier

FIGURE 1.17

Difference amplifier.

FIGURE 1.16

Adc-offsetting amplifier.

As shown in Fig. 1.17, the difference amplifier has one output and two inputs, one
of which is applied to the inverting side, the other to the noninverting side. We can
find va via the superposition principle as va = Val +V02, where Val is the value
of va with V2 set to zero, and V02 that with VI set to zero.

Letting V2 = 0 yields Vp = 0, making the circuit act as an inverting amplifier
with respect to VI· SO Val = -(R2/RI)VI and Ril = RI, where Ril is the input
resistance seen by the source V I .

Letting V I = 0 makes the circuit act as a noninverting amplifier with re-'
spect to vp. SO V02 = (\ + R2/RI)v p = (\ + R2/R,) x [R4/(R3 + R4»)V2 and
R;2 =R3 + R4. where Ri2 is the input resistance seen by the source V2. Letting
va = Va I +V02 and rearranging yields

( 1.27)

( 1.26)

k=I,2,3

EXAMPLE t.5. In the design of function generators the need arises to offset as well
as amplify a given voUage 1'1 to obtain a voltage of the type \'0 = A\', + VOl where
Vo is the desired amounl of offset. An olTscliing amplilicr tan he implemented with a
summing amplifier in which one of the inputs is v, and the other is either Vee or VEE,
the regulated supply voltages used to power the op amp. Using standard 5% resislances,
design a circuit such that Vo = -lOv{ +5 V.

Solution. The circuit is shown in Fig. 1.16. Imposing Vo = -(RriR,)v, - (RrI R, )
(-15) = -lOv, + 5, we find that a possible resistance set is R I = 10 kg, R, = 300 kg,
and RF = 100 kG, as shown.

EXAMPLE 1.4. Using standard 5% resistances. design a circuit such that Va =
-2(3vl + 4V1 + 2v-,).

Solution. By Eq. (1.26) we have RF/R, = 6, RF/R, = 8, RF/R, = 4. One possible
standard resistance set satisfying the above conditions is R, = 20 kg, R, = 15 kG,
R, = ]0 kg, and R," = 120 kg.

Rik = Rk

Ro = 0

If the input sources are nonideal, the circuit will load them down, as in the case of
the inverting amplifier. Equation (1.26) is still applicable provided we replace Rk by
Rsk + Rk in the denominators, where Rsk is the output resistance of the kth input
source.

For obvious reasons, this node is also referred to as a .<lImmillgjullctioll. Using Ohm's
law, (VI - 0)/ RI + (V2 - 0)/ R2 + (V3 - 0)/R3 = (0 - vo)/RF' or

VI V2 V3 va-+-+-=--
RI R2 R3 RF

We observe that thanks to the virtual ground, the input currents are linearly propor­
tionalto the corresponding source voltages. Moreover, the sources are prevented from
interacting with each other-a very desirable feature should any of these sources be
disconnected from the circuit. Solving for va yields

(
RF RF RF)

va = - -VI + -V2+ -V3
RI R2 R3

indicating that the output is a weighted sum of the inputs (hence the name sum­
ming amplifier), with the weights being established by resistance ratios. A popular
application of summing amplifiers is audio mixing.

Since the output comes directly from the dependent source inside the op amp,
we have Ro = O. Moreover, because of the virtual ground, the input resistance
Rik (k = I, 2, 3) seen by source Vk equals the corresponding resistance Rk. In sum­
mary,

I
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Moreover,

The Differentiator

An interesting case arises when the resistance pairs in Fig. 1.17 are in equal

ratios:

To find the input-output relationship for the circuit of Fig. 1.18, we start out by
imposing ic =;R. Using lhe capacitance law and Ohm's law, this becomes
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( 1.35)

(1.34)

R" =0R; = R

Cd(vI - O)/dt = (0 - 1'0)/ R, or

dV,(1)
1'0(1) =-RC~ (1.33)

The circuit yields an output that is proportional to the time derivative of the input­
hence the name. The proportionality constant is set by Rand C. and its units are
seconds (s).

If you try oul the differentiator circuit in the lab, you will find that it tends to
oscillate, Its stability problems stem from the open-loop gain roll off wilh frequency,
an issue that will be addressed in Chapler 8. Suffice it to say here that the circuit
is usually stabilized by placing a suitable resistance R" in series with C. After this
modification the circuit will still provide the differentiation function, but only over
a limited frequency range.

I fa'vo(t) =-- VI(~) d~ + 1'0(0)
RC 0

where 1'0(0) is the value of the output all = O. This value depends on the charge ini­
tially stored in the capacitor. Equation (1.34) indicates that the output is proportional
to the lime integral of the input-hence the name. The proportionality constant is
set by Rand C. hut its units are now s-I. Mirroring the analysis of the inverting
amplifier, you can readily verify that

Thus, if the driving source has an output resistance R." in order to apply Eq. (1.34)
we must replace R with R" + R.

The op amp integrator, also called a precision integralor because of the high
degree of accuracy with which it can implement Eq. (1.34), is a workhorse of
electronics. It finds wide application in function generalors (triangle and sawtooth
wave generators), active tilters (state-variable and biquad filters, switched-capacitor

The Integrator

R e

The analysis of the circuit of Fig. 1.19 mirrors that of Fig. 1.18. Imposing iR = ie,
we now get (VI - 0)/ R =C d(O - vo)/dt, ordvo(l) =(-1/RC)VI(/) dl. Chang­
ing I to the dummy integration variable ~ and then integrating both sides from
oto I yields

( 1.31)

EXAMPLE 1.6. Design a circuit such that l'(} = V2 - 3vI and Rjl = Ri2 = tOO kO.

Solution. By Eq. (1.30) we must have R, = Ril = 100 kn. By Eq. (1.29) we must
have R,/R, = 3, so R, = 3110 kn. By Eq. (l.3ll) RJ + R4 = RI , = 100 kn. By
Eq. (1.29),3[( t + 1/3)/(1 + RJ/ R4 )] = I. Solving the lasllwo equations for their two
unknowns yields RJ = 75 kn and R4 = 25 kn.

R] RI

R4 R2

When this condition is met, the resistances are said to form a balanced bridge, and

Eq. (1.29) simplifies to

R2
\'0 = -(1'2 - \'1) (1.32)

RI

The output is now proportional to the true diO'erel/c(' of the inputs-hence the name
of the circuit. A popular application of the lrue difference amplifier is as a building
block of instrumentation amplifiers, to be studied in the next chapter.

R; I = R, Ri2 = R] + R4 R" = 0 (1.30)

The output is again a linear combination of the inpuls, but with coefficienls of
opposite polarity because one input is applied to the in~erting side and lhe other
to lhe noninverting side of the op amp. Moreover, the reSistances seen by the mput
sources are finite and, in general, differenl from cach other. If these sources are
nonideal, the circuit will load them down, generally hy different amounts. leI the
sources have output resislances R.d and R,2' Then Eq. (1.29) is still applicahle
provided we replace R, by R.d + R, and R] by R,,2 + R].

I
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FtGURE 1.18

The op amp differentiator.

I',

R"

FtGURE 1.19

The op amp integralor.
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lilters). analog-to-digital converters (dual-slope converters. quantized-feedback con­
verters). and analog controllers WID controllers).

If vdt) = 0, Eq. (1.34) predicts that vo(l) = YolO) = constant. In practice,
when the integrator circuit is tried out in the lab, it is found that its output will drift
until it saturates at a value close to one of the supply voltages, even with v/ grounded.
This is due to the so-called input offset error of the op amp, an issue to be discussed
in Chapter 5. Suftiee it to say here that a crude method of preventing saturation is
to place a suitable resistance Rp in parallel with C. The resulting circuit, called a
lossy ill/egrator. will still provide the integration function, but only over a limited
frequency range. Fortunately, in most applications integrators are placed inside a
control loop designed to automatically keep the circuit away from saturation, at least
under proper operating conditions, thus eliminating the need for the aforementioned
parallel resistance.

terminal, causing the source to absorb power. Consequently, a negative resistance
releases power.

If RI = Rz, then Req = -R. In this case the test voltage v is amplified to 2v by
the op amp, making R experience a net voltage v. positive at the right. Consequently
i=-v/R=v/(-R).

Negative resistances can be used to neutralize unwanted ordinary resistances,
as in the design of current sources, or to control pole location, as in the design of
active filters and oscillators.

Looking back at the circuits covered so far, note that by interconnecting suit­
able components around a high-gain amplifier we can configure it for a variety of
operations: multiplication by a constant, summation, subtraction, differentiation,
integration, and resistance conversion. This explains why it is called operational!
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!,'
,

( 1.39)

where a, the forward gain of the amplifier, is called the open-loop gain of the
circuit.

2. Afeedback network. which samples x" and produces the feedback signal

xf ={Jxo (1.38)

where p, the gain of the feedback network, is called the feedback factor of the
circuit.

3. A summing network. denoted E, which generates the difference

also called the error signal. The designation negative feedback stems from the

Section 1.3 informally introduced the concept of negative feedback. Since the ma­
jority of op amp circuits employ this type of feedback, we shall now discuss it in a
more systematic fashion.

Figure 1.21 shows the basic structure of a negatIve-feedback circuit. The arrows
indicate signal flow, and the generic symbol x stands for either a vohage or a current
signal. Besides the source and load, we identify the following basic blocks:

I. An amplifier. also called error amplifier in control theory, which accepts the signal
Xd and yields the output sigllal

( 1.36)

(hI(a)

RI
Req = --R

Rz

indicating that the circuit simulates a negative resistance. The meaning of the
negative sign is that current is now actually flowing into the test source's positive

We conclude by demonstrating another important op amp application beside signal
processing, namely, impedallce transformatioll. To illustrate, consider the plain reo
sistance of Fig. 1.20a. To find its value experimentally, we apply a test source v, we
measure the current i out of the source's positive terminal, and then we let Req = v / i,
where Req is the value of the resistance as seen by the source. Clearly, in this simple
case Req = R. Moreover, the test source releases power and the resistance absorbs

power. . . .
Suppose we now lift the lower terminal of R off ground and dnve It WIth a

noninvcrting amplifier with the input tied to the other terminal of R, as shown. 111

Fig. 1.20b. The current is now i = Iv - (\ + Rz/ Rt )vl/R = -Rzv /(Rt R). Letting
Req = v / i yields

I'IGURI; 1.20
(a) Positive resistance: Req = R. (b) Negative-resistance converter:

R'4 = -(R,/R,)R.

FIGURE 1.21
Block diagram of a negative-feedback
system.

, .



..

T = afl ( 1.41 )

Eliminating x f and Xd from the above equations and solving for the ratio A =
xolx; yields

and it allows us to express Eq. (1.40) as A (1/fJ)TI(I + T). Letting T -.. 00

yields the ideal situation

fact that we are in effect feeding a portion of Xo back to the input, where it is
then subtracted from X; to yield the reduced signal Xd. Were it added instead,
the feedback """t<l be positive. For reasons that will become clearer as we
proceed. negative feedback is also said to be degenerative, and positive feedback
regenerative.
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(1.46)

This example evidences the price for a tight closed-loop accuracy, namely, the
need to start out with a » A. As we close the loop around the error amplifier, we are
in effect throwing away a good deal of open-loop gain, namely, the amount I + T.
It is also evident that for a given a, the smaller the closed-loop lIaill A, the slIlaller
its pen:elllag" t/,'viatio/lfmlllthe ideal.

It is instructive to examine the effect of negative feedback also on the signals
xdandxf· Wehavexd =xola = Ax;/a = (Ala)xi,or

I
Xd = 1+ T X;

Moreover, x f = tlxo = tlAx;, or

I
xf = 1+ IIT x; (1.47)

As T -.. C:O, the error signal. x1 will app~~ach zero, and the feedback signal xf will
track the mput SIgnal Xi. ThIs IS the famthar virtual short introduced in the previous
section.

The most direct implementation of the feedback structure of Fig. 1.21 is the fa­
miliar noninverting amplifier. As shown in Fig. 1.22, the feedback signal is the
inverting-input voltage I'N = Ih'o, where fJ = RI/(R, + Rz). Moreover. since
the op amp is a dilference amplifier, the operation of subtraction of vN from vt is
performed implicitly by the op amp itself.

(a) By Eq. (1.45). we wantlOO/T ~ 0.1. Consequently, we need T ~ 10'.
(b) For Ai"'" = I/P = 100 we need fJ = 10-2• Then ap ~ 10' implies a ~

10'/10-2 = 10'.
(c) Imposing 100 = 10'/(1 + 10'P) yields P= 9.99 X 10-1.

EXAMPLE 1.7. (a) Find the loop gain needed to approximale Aid'" within 0.1%.
(b) Find the open-loop gain needed to achieve A = 100 wilh the above degree of
accuracy. (c) With the value of a found in (h), find fJ so Ihat A = 100 exactly.

Solution.

Gain Desensitivity

( 1.40)

(1.42)

a
A=-­

I +atl

. I
Aidea! = hm A = -

T~oo tl

that is, A becomes independent of a and is set exclusively by the feedback network.
By proper choice of the topology of this network as well as the quality of its
components, we can tailor the circuit to a variety of different applications. For
instancc. specifying 0 < fJ < I will cause Xo to be a magnified replica of X; since
II tl > I. Conversely. implementing the feedback network with reactive elements
such as capacitors will yield a frequency-selective circuit with the transfer function
H(jf) = I/fJUf); filters and oscillators belong to this class of circuits.

Henceforth we shall express the closed-loop gain in the insightful form

where A is called ~ain of the circuit. Note that for feedback to be
negative we must havc,,1' ~ O. Consequently, A will be smaller than a by the amount
I + afl, which is llplly called the alllO/lIlt Olft't·t/had.

As a signal propagates around the loop made up of the amplifier, feedback
network, and summer, it experiences an overall gain of ax tl x (-I), or -afJ. Its
negative is called the rerum ratio or, more commonly, the loop gaill,
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I
A = Aidea! x --­

I + liT
(1.43) We wish to investigate how variations in the open-loop gain 1/ affect the c1osed­

loop gain A. Differentiating Eq. (1.40) with respect to a an" .implifying yields

then Eq. (1.43) can he expressed as A = Aideal(l - f), where f = 1/(1 + T) is the
fractional deviati, ' ., '113 the ideal. The higher the amount of feedback I + T,
the smaller is the traclIonal error f, and the closer the error function is to unity. The
gain error is the percentage deviation of A from the ideal. For T » I we have

FIGURE 1.12

The noninvening amplifier as a negative-feedback system.

~-......-() "0

tb)(a)

(1.44)

(1.45)
. A - Aidea! ~ 100

Gam error (%) = 100 =--
Aidea! T

I I
Error function = --- = I - -- = I - f

I+IIT I+T

If we definc
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(1.52)

10 Closed-
loop

gain A

---L----*---_4I,,(V)

_.l-'.....__-!.,......_--.J'---4,., (V)
-1.5 0 1.5

--'-----+----4I,/lq.lV)

l'o(VI

--.::'JOO~=----+,,-----=:::,,,J...(Kl+ \'" H.lV)

the characteristic

where Vd and Vo are suitable input and outpul scaling voltages. In the present case
Vd = 10-4 V and Vo .= 10 V. The curve is approximately linear ncar the origin,
but as the operatmg pomtls moved toward the periphery, the slope decreases until
the curve eventually flaltens out and saturates at ± Vo = ± 10 v. As shown in the
boltom curve in Fig. I .23a, Ihe slope. or gain a, is maximum atlhe origin. decreases
away from the origin, and finally drops to zero in saturation. A nonlinear curve
yiel~s a distorted output even if Ihe peak values are kept below the saturation limits.
F~r mstance, applying a sinusoidal input will result in a pseudosinusoidal output
wl.th. the lop and boltom flaltened out because of the decreased gain away from the
ongm.

.Consider nOW the effect of applying negative feedback around such an amplifier.
In hght of E9' (1.42) we expect that as long as a is sufficiently large to make
T » I, II Will be faIrly constant and close to 1/fl in spite of thc dccrease of II

away from the origin. This is also conlirmed by Eq. (1.49). Figure 1.231> shows the
effect of applying feedback wilh fJ = 0.1 V/V. The closed-loop curvc is much more
hnear than the open-loop curve, and it is so over a wider signal range. Of course,
as we approach saturation, wherc II drops to zero, the linearizing effect of negative

(1.50)

(1.48)

6A 613
IOO~ ;:: -10I1-

A fJ

A convenient way of visualizing the transfer characteristic of an amplifier is by
means of its IrQ/J.~rer curve, that is, the plot of its output Xo versus ils input Xd. Since
a linear amplifier yields Xo = aXd, its curve is a straight line with slope a. However,
the transfer curve of a practical amplifier is usually nonlinear, and the gain a must
more generally be defined as

EXA M PLE 1.Il. Anegative-feedback circuit has a = 10' and fl = 10-'. (a) Estimate the
percentage change in A brought about by a ±10% change in a. (hI Repeal if fl = I.

Solution.

(a) The desensitivity factor is I + T = I + 10' X IO-J = 101. Thus. a ±IO% change
in a will cause a percentage change in A 101 times as small; that is. A changes by
±1011O1 ;:; ±O.I%.

(h) Now Ihe desensitivity increases to I + 10' x I ;:; 10'. The percentage change in
A is now ± 10110' = 0.0001 %, or one part per million (I ppm). We nole that for a
given a, the lower the value ofA, the higher the desensitivity because I+T = alA.

Nonlinear Distortion Reduction

A given increase (or decrease) in fJ will cause A to decrease (or increase) hy the same
amount. indicating that negative feedback does not stahili,.c II against variations in
fJ. Hence the need to implement the feedback network with components of adequate
quality and tracking capabilities.

100 6A ;:: ~I_ (100 6a) (1.49)
A 1+ T a

indicating that the effect ofagiven percentage change in a upon Ais reduced by I + T.
For T sufficiently large, even a substantial change in a will cause an insignificant
change in A. It is apparent that negative feedback desensitizes gain, and this is the
reason why I + T is also called the desensilivity factor. The stabilization of A is
highly desirable because the open-loop gain a of a practical amplifier is ill-defined
due to process variations, thermal drift, aging, and power-supply variations.

Evaluating dA/dfJ and proceeding in a similar fashion, we find that for Tsuffi­
ciently large,

d A/d" = I/( I + "13)2 Since I + lIfJ = lI/ A, we can write, after rearranging,

dA I da
- ---
A 1+ T a

Replacing differentials with finite increments and multiplying both sides by 100, we
can approximate
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dxoa = ~ (1.51)
dXd

The top curve in Fig. 1.23a is the voltage transfer curve (VTC) ofan amplifier having

(a)

FIGURE 1.23
The linearizing etTect of negative feedback.

(b)
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EtTecl of a nonlinear VTC on signal waveforms.
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( 1.53)

Xi

We now wish to relate the concepts of the previous section to circuits based on op
amps. Figure 1.26 shows typical topologies for input summing and output sampling.
As we proceed. we shall make frequent references to these basic topologies.

In Fig. 1.200 we are summing voltages; since voltages are combined in se­
ries with each other, this is referred to as an input-series topology. By contrast. in
Fig. 1.26b we are summing currents, and this is an input-shunt topology. As a rule

1.6
FEEDBACK IN OP AMP CIRCUITS

FIGURE 1.25

Investigating the effect of negative feedback on distur­
bances and noise.

We observe that x I undergoes no attenuation relative to Xi. However. X2 and X3

are attenuated by the forward gains from the input to the points of entry of the
disturbances themselves. This feature is widely exploited in the design of audio
amplifiers. The output stage of such an amplifier is a power stage that is usually
afflicted by an intolerable amount of hum. Preceding such a stage by a high-gain.
low-noise preamplifier stage and then closing a proper feedback loop around the
composite amplifier reduces hum by the first-stage gain.

FOrata2fJ» I.Eq.(1.53)simplifiestoxo = (I/fJ)(Xj +XI +X2/a, +x3/ala2).
The quantity 1/fJ is aptly called the noise gain because this is the gain with which
the circuit amplifies the input noise Xt.

Effect of Feedback on Disturbances and Noise

Negative feedback provides a means also for reducing circuit sensitivity to certain
types ofdisturbances. Figure 1.25 illustrates three types ofdisturbances: XI. entering
the circuit at the input. might represent unwanted signals such as input offset errors
and input noise. bolh of which will be covered in laler chapters; X2. entering the
circuit at some inlermediate poinl, might represent power-supply hum; X3, entering
the circuit at the output. might represent output load changes.

To accommodale X2. we break the amplifier into two stages with individual gains
a, and a2. The overall forward gain is then a = a\ x a2. The output is found as
Xo = X3 + a2[x2 + a, (Xj - fJxo + x,)]. or

Waveforms with a nonlinear open-loop VTC

.vO '" 10 tanh (IO,OOO·vO)

vI 1 0 pulse (-O.9V 0.9V -0.~51ll8 O.Sma 0.5mB lUI lma)

rd 1 ~ IMeg ;input resistance

Rl 0 ~ ~k ,beta .. RI/(R1+R~1

R2 ~ 3 18k ;beta .. 0.1

eOA 30 val1Je 110·,\.~xp(~B4*v(l,211-II/(expl~s.t·v(I,~»+I»1

. tran 100us ~.B Oms 100us

. probe ;vhv(l), va_v(3), vo..v(I.2)

.end

lOYi--------- ------------------------------------------------------)
: :

! .

"!
-IOY.:.-···················---··--·---·------·----·······... -.........•

a vIII. v(3)
200.. : - - - - - - - - - -- - - - -- - - •• - - - - •• _••• - _. - - - -- - -- - - -- - -- - - - - - - _.. - - --;

: ;
; 1
, t

The PSpice waveforms of Fig. 1.24 indicate that 1'0 is a magnified and fairly undis­
lorted replica of 1'/, as expecled. Note, however, how distorted vD is! It is the error
amplifier itself that predistorts vI), via the feedhack network, in order to compensate
lin its own distorted VTC and thus yield an undistortcd output.

feedhack no longer applies hecause of the lack of loop gain there; hence. A itself
drops to zcro.

Il is instructive to carry out a compUler simulalion to visualize Ihe various
waveforms in the circuit. Using the noninverting configuralion of Fig. 1.22a. we
write the following PSpice file:
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(a)

From feedback
network

ij

0------'--.----< From feedback
network

(b)

lowers the corresponding port resistance. We will soon find that the amount of in­
crease or decrease is given by lhe amount of feedback itself!

To get a feel for the effects of negative feedback. let us investigate the basic
invertin~ and non~nverting configurations. which are the workhorses of op amp
appltcatlOns. Spectfically, let us derive expressions for the closed-loop parameters
Ri. A. and Ro• but using the full-fledged op amp model of Fig. l.3b; then let us
compare the results with those of the ideal op amp of Section 1.4. This kind of
approach will be applied to other circuits as well in suhsequent chapters.
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;

0'
j
of

(1.54)

(1.55)

(1.56)

FIGURE 1.27

The noninvcrting configuration.

v,

Comparing Fig. 1.27 with Fig. 1.26<1 and C, we observe that the noninverting amplifier
is of the input-series. output-shunt type. or series-shunt for short. To find its closed­
loop gain. we sum currents at the nodes labeled vN and Va;

_vI_-_V_N _ vN + _va_-_V_N = 0
rd RI R2

VN-Va a(VI-VN)-Va
--'-'--c--'::'+ = 0

R2 ro

where we have used vD = vI - vN. Eliminating vN and solving for the ratio A =
valvI yields

The Noninvertin~ Conli~uration

(I + R21R1)a + rolrd
A = -;-;----:----;;---;-;;---=::--;-;;:----,------:-::--=::----,-----:-::­

1+ a + Rzi RI + (Rz + ro)/rd + rol RI

In a well-designed amplifierthe ratios rolrd, (R2 +ro)1rd. and rolRI are negligible
compared to I + a. so we can simplify as

A~ (I + Rz) __1_
RI I + liT

where T = afJ is the loop gain and

fJ = _R_I_
RI + R2

(ei)(e)

FIGURE 1.Z6

Negative-feedback topologies: (a) series at the input; (b) shunt
at the input; (c) shunt at the output; and (d) series at the output.

of thumb, if the input and the feedback signals enter the amplifier at different nodes,
the input topology is of the series type; if they enter at the same node. it is of the
shunt type.

In Fig. 1.26c we are sampling the load voltage. an operation that is performed
in parallel, or shunt; hence this is an output-shunt topology. In Fig. 1.26d we are
using a series resistance R to sample the load current; hence this is an output-series
topology. As a rule of thumb. if we short (open) the output load and we still witness
some feedhack signal at the input, then we are not sampling a voltage (current).

Using intuitive arguments, we expect negative feedback to alter not only the
gain but also the input and output resistances. Referring to Fig. 1.200. we know that
the op amp tends to reduce Vd. The current vdlrd drawn from the input source will
thus be small. indicating that the input-series topology raises the input resistance. By
contrast. the input-shunt topology of Fig. 1.26b lowers the input resistance because
the voltage at the summing junction is forced to closely track the noninverting input
voltage. which in this case is ground.

Turning next to the voltage-sampling topology of Fig. 1.26c we observe that
a disturbance in the form of a load-current change will have a reduced effect on
the output voltage. implying that the output-shunt topology lowers the output resis­
tance. Conversely. the output-series topology raises the output resistance because a
load-voltage change will have a reduced effect on the output current. In summary.
whether at the input or at the output port. a series topology raises and a shum topology
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( 1.60)

(1.61 )

Eliminating vN and solving for the ratio Ro = 1'1 i, we obtain

Typically Td is in the megohm range or greater, RI and R2 are in the kilohm range,
and To is on the order of 102 n. The terms TolRI' TolTd' and R2/Td can thus be
ignored to yield

R""~o-I+T

Looking back at Eqs. (1.55), ( 1.59), and (1.61), we observe that negative feedback,
besides desensitizing gain by the factor I + T, raises Td and lowers To by the same
factor. We find these features extremely helpful in our attempt to approximate the
ideal voltage-amplifier terminal conditions of Table 1.1.

(1.57)

Letting VN

yields

is the feedback factor. The quantity

TolTd
Ii 10 A = ~-=---,-=-----,--=,,'--c::--,--:----,-~~
a~O 1+ R21 Rt + (R2 + To)/Td + Tol RI

is called the feedthrough gail! because it refers to signal transmission from input
to output via the feedback network. This unwanted term is negligible and will be
ignored in future analysis. .

To find Rj we apply a test voltage v as in Fig. 1.28a, we find the ~urrent lout of
the test source's positive terminal, and then we let Rj = vii. Summmg currents at
the node labeled vN yields

1'- VN _ VN + a(v - VN) - VN = 0
Td RI R2 +To

v - I'D = v - Tdi, collecting terms, and solving for the ratio vIi
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R;=Td(l+ R a )/R )+RIII(R2+ To) (1.58)
1+( 2 + To I

For a sufficiently large gain a we can ignore the last term. Moreover, in a well­
designed circuit we usually have To « R2. Therefore, Rj ~Td[1 +aIOIP»), or

Rj ~ TdO + T) (1.59)

To find Ro, we suppress the input source vt and again apply the test-voltage
technique. With reference to Fig. 1.28b, we have, by the voltage divider formula,

RllITd
VN = v

RIII Td+ R2

Summing currents at the output node,

VN - v -avN - v
i+--+ =0

R2 To

EXAMPLE 1.9. LettheopampofFig.1.27bethe74l,forwhichrd =2MQ,ro = 75Q,
and a = 200 VjmV. Find the exact. the approximated, and the ideal values of A, R;,
and Ro if (a) R, = I kQ and R, = 999 kQ; (b) R, = 00 and R, = O. Confirm with
PSpice.

Solution.

(a) Substituting the given parameter values into Eq. (1.54) gives A = 995.022 V/V;
using Eq. (1.55) with T = 200 gives A = 995.024 V/V; moreover, Ai"'., = 1000
V/V. Proceeding in similar fashion, we find Ri = 401.97 MQ. 402.00 MQ. 00;

Ro = 373.32 mQ, 373.t3 mQ, 0 Q.
(b) We now have T = 200,000. Because of this much larger value, we simply ignore

the exact calculations and use only the approximations. We thus find A = 0.999995
V/V, I V/V; R; = 400 GQ, 00; Ro = 375JLQ, O.

Using the subcircuit OA appearing in the PSpice code at the end of Section 1.2, we
write the following circuit file for pan (a):

(a) (b)

Honinverting amplifier with A • 1 V/mV

vi 1 0 ae IV,input lource

RI 0 :it 1k 1resistance • input
R2 :it 3 999k I feedback rel18tance

X 1 :it 3 OA ;activate8 the op up

.tt v(3) vi ,xfer·fuDction analysh
•end

The PSpice simulation yields

v(3)/v! • 9.9508+02

Input resistance at vi • t. 0208+08
OUtput resistance at v(3) = 3.7338-01

FIGURE 1.28

Finding Rj and Ro for the noninverting configuration.
This confirms the results of hand calculations. A similar simulation confirms the results
of part (b).
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(1.69)

( 1.68)

(1.67a)

r
R,

where T is as given in Eq. (1.64).

.:XAMI'I.I: 1.10. Lellhe op amp of rig. 1.29 be the 741 Iype. Find A. R". R,. and R"
if (0) R, = R, = 11M) kn; (b) R, = I kn and R, = I Mn.

Solution.

(II) r =afJ =2lM1.111111x IIM1/(ItMI+ 11M) = Ill'; A = -1/(1 + 1/111') = -0.99999
V/V; R" = (Ill' + 75)/( 1+ 1(1') ~ I n; Ri = III' + I ~ 100 kn; R" = 75/(1 +
10') ~ 0.75 mn.

(b) r = 200.1100/IOlll = 199.8; A = -995.11 V/V; R" ~ 5 n; Ri = Ill l + 5 =
1.005 kn; R" ~ 0.374 n.

The reader is encouraged 10 verify the above rcsulls using PSpicc.

For r ll « Rz, this simplifies further as

~ Rz
RII = -- (1.67b)

1+11
indicating that a negative-feedback amplifier's feedback resistance Rz is divided by
(I + a) when reflected to the input. This transformation is referred to as the Miller
effect. and it holds also in the more general case in which the feedback element is
an impedance. Because of the large gain a, we expect R" « RI. In fact, in the limit
a --> 00 we would get R" --> 0, the condition for a petfec/ I'ir/ual groulld, as we
already know. Summarizing,

Ignoring the term (R2 + rll)1 rd compared to a, we approximate RII as

R "" Rz +rll,,----
I+a

FIGURE 1.30

Finding the virtual-ground resistance R".

To find RII in the circuit of Fig. 1.29 we suppress the input source v / and apply
a test voltage v at the outpUl, ending up again with the situation of Fig. 1.28b.
Consequently,

( 1.65)

(1.63)

( 1.64)

( 1.62)

r
R"

RI

",

lim A = r ll

0--+0 RI + (R2 + ro)(1 + Rl/rd)

Though not as sllullI as in the noninverting case, this gain will also be ignored in
fulure calculations.

To find Rj, we first determine the equivalent resistance Rn of the inverting input.
Then we let R; = RI + Rn , To this end we apply a test current i, as in Fig. 1.30, we
find the resulting voltage I', and then we let RII = vIi. Comparing with Fig. 1.26b
and c we observe that this is a shulI/-shulI/ topology. Summing currents at node v
and then solving for the ratio R" = 1'1 i, we get

-,_---:,-------.::a..:,R.:,:2:..--_r::-II-,-_--:c-----:_A =--,
(I +a)RI + (R2+ rll)(1 +Rl/rd)

In a well-designed circuit we usually have r 0 « R2 and RI I rd « I. Consequently,
we can simplify as

where T, the loop gain, is given by

FIGURE 1.2'
The inverting configuration.

aRI
T=---

RI + R2

We observe that T is the same as in the noninverting configuration. However, the
expressions for Aideal are different, since the inputs are applied at different points of
the same circuit. Thefi'l'd/hrough gaill is now

To find the gain of the inverting configuration of Fig, 1.29, we proceed as in the
noninverting case, Summing currents at the nodes labeled vN and v0, eliminating
VN, and then solving for the ratio A = volvi yields

The Inverting Configuration

CBAPT[H. 1

Operational
Amplifier

fundamentals

RZ + roRn = ----=----'---'-­
l+a+(R2+ rll)/ rd

(1.66) It is intriguing thattheexpressions for A and Rj forthe inverting and noninverting
configurations are so different, even though one configuration can be derived from



(1.72)
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the other simply by changing the location of the input source; yet, those for T and
R" are the same. To gain better insight. we return to Eq. (1.18), which was derived
under the simplifying conditions,,, -+ 00 and '" -+ 0, and rewrite as

I'" = -a ( !!l. ,,/ + ~_I'(I) = -(R'IIRz)a(~L + 1'0)
RI + Rz RI + Rz HI Rz

Letting vi/RI -+ i/.voIRz -+ -iF. and

a, = -(RillRz)a

allows us to write

1'0 =a,(ir-iF)

confirming an input-shunt topology of the type of Fig. 1.26b. Even though the op
amp is a voltage-type amplifier with gain a in V/V. when used in the inverting con­
figuration it functions as a transresistance amplifier with gain a, in VIA. Moreover,
rewriting as 1'0 = a, (ir - Pg 1'0), with

I
Pg =-­

Rz

confirms a feedbad lactor Pg in A/V. The loop gain is T = a,pg , or

aRI
T=---

RI + Rz

in agreement with Eq. (1.64). The cloJed-loop IranJ,eJiJlance gain, defined as A, =
voli/, is, by Eqs. (1.42) and (1.43),

I I I
A, = Pg x I + liT = -Rz x I + liT

Finally, the cloud-loop ,'ollage gain, defined as A = 1'011'/, is found as A =
[vol(vi/RI)l/RI = A,IRI,or

Rz I
A=-- x ---

RI I + liT

in agreement with Eq. (1.63). Summarizing, we can state that the inverting amplifier,
though commonly applied as a voltage-in, voltage-out circuit, when analyzed as a
negative-feedback system is more properly treated as a current-in, voltage-out circuit,
thus confirming the designation Jhllll/-JhulI/ configuralion.

Concluding Remarks

The above examr" . /(j, Ro, and Ro are remarkably close to ideal.
For a given ' "' the closed-loop gain, the closer the results are to
ideal. Even with ",,,,cu-Ioop gains on the order of 103 VIV, which is about the upper
limit of practical interest. the deviation from ideal is still quite small, at least for
the value of a used in the examples. It seems therefore reasonable to assume ideal
closed-loop parameters even if the open-loop parameters are those of a ,,,,nideal op
amp, especially in view of the simplicity of the ideal closed-loop expressions and

~
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of the virtual-short concept. This is also justified by the fact that in a great many
practical situations, accuracies within a few percentage point~ ~re adequate. Eve? in
precision applications, where small deviations may .matter,. tt IS always conv~ntent

to start with the ideal op amp model in order \0 gam a qUick, albett approxtmate,
understanding of what the circuit is supposed to do, and then reline the analysis in
the course of a second pass. We shall see many examples of this.

Once again we reiterate that the benefits of negative feedback stem from the
availability of a sufficiently large-loop gain T. Put another way, if you had to choose
between an op amp with poor , d and'0 but excellent a, and one with excellent,d
and,0 but poor a, go for the former! The large size of a will make up for its poor,d
and,o specifications (see Problem 1.53).

1.7
THE LOOP GAIN

By now it is apparent that the loop gain T plays a central role in negative-feedback
theory. The larger T is, the closer to ideal the closed-loop parameters are. In Chapter 8
we shall see that T also determines whethera circuit is stable as opposed to oscillatory.

As we know, the gain of an op amp circuit is generally found as

I
A = Aideal x I + liT (1.70)

where Aideal is calculated using the ideal op amp model and, hence, the virtual-short
technique. Moreover, the closed-loop terminal resistances are generally found as

R ~, x (I + n±1 (1.71)

where, is the open-loop resistance calculated in the limit a -+ 0, and we use + I
for a series topology, -I for a shunt topology.

Finding the Loop Gain T Directly

We can find T directly by suppressing all input sources, breaking the loop at some
convenient point, and injecting a leJI Jignal VT. As this signal propagates around
the loop, it comes back as the ,elllm Jignalv R = a x 13 x (-I) x VT, so T = ap
is found as

VRIT---
VT .(1::;:0

where we use the generic symbol xr to denote the input source (or sources, in the case
of multiple-input circuits such as summing and difference amplifiers). The procedure
is illustrated in Fig. 1.31, where for completeness we have included also an output
load RL. This circuit could pertain to both the inverting and the noninverting config.
urations, as they are indistinguishable once the external source has been suppressed.
In fact, the previous section has revealed that T depends only on the amplifier and
its feedback network. regardless of where we apply the input signal. Breaking the
loop right at the dependent source's output, as shown, yields the convenient result
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'0 rd

+

(a) (h)

FIGURE 1.32
(a) Amplifier of Example 1.11; (b) circuit for finding its loop gain T.
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(1.74)

FIGURE 1.31

Determining the loop gain directly as
T = - aVD/vT.

vR = avv. Using the voltage divider formula twice. we get

(
RI lI'd (RI lI'd + Rz) II RL )

VR = a - x VT
RllI'd +Rz (RJ lI'd + Rz)1I RL +'0

Expanding and then using Eq. (1.72) yields

T =aC,+ Rz/RII + RZ/'d x I +'o/(RIII'd
l

+ Rz) +'o/RJ (1.73)

Note that for,0 sufficiently small the last term tends to unity. and for,d sufficiently
large the ratio Rz/'d can be ignored. thus yielding the familiar result T = a/ (I +
Rz/RI)·

Finding the Feedback Factor r3

An alternative approach is to focus on the feedback circuitry to find the amount p
of yo/rage feedback around the op amp, consistent with the fact that the op amp is
a voltage-type amplifier. and then combine with data-sheet information about the
va/rage gain a to obtain the loop gain as T = ap. We shall follow this approach
extensively when studying stability, in Chapter 8. To find P. we suppress all input
sources, we disconnect the op amp. and we replace it with its terminal resistances
'd and '" to retain the same loading conditions. Then we apply a test source VT via
roo we find the difference Vv across 'd. and we finally let

vvlfl- --
VT x,=O

This is illustrated in Fig. 1.33 for the circuit of Fig. 1.31. Using the voltage divider
formula twice, we get

\'r

EXAMPLE 1.11. In Fig. 1.32a let R, = R, = I MO, R3 = 100 kO. R. = I kO, and
Rt = 2 HI. (a) Find the ideal gain A. (b) Find the actual gain if the op amp has 'd =
I MO, 0= 10' VIV, and '0 = 100 0. What is its percentage departure from the ideal?

Solution.

(a) If the op amp were ideal, we would have VN =Oandv, = -(R,/R,)vl.Summing
currents at node v, yields -v, / R, - v, / R. + (va - v,)/ R3. Eliminating v, and
solving for va/vI.

Ai""" = _ R, (I + R3 + R3)
R, R, R.

Substituting the given component values yields Aid'" = -101.1 V/V.
(b) Find T using the equivalent circuit of Fig. 1.32b. Let RA = R, lI'd = 500 kO,

R. = RA+R2 = 1.5 MO, Re = R. II R. ;;; I kQ. Ro = Re +R3 ;;; 101 kQ, RL =
Ro II Rt = 1.961 kQ. and R F = RE+'o = 2.061 kQ. Applying the voltage divider
formula repeatedly, we get -VD = (RA/R,)v, = ",/3. v, = (Re/RD)Vo =
vo/IOI, va = (RE/RF)VT = vT/1.051. Thus, v, = a"D = -lo-'vT/O x 101 x
1.051) = -314vT.SoT = -V'/VT = 314,andA = -IOI.I/(1+I/T) = -100.8
V/V. By Eq. (1.45), the deviation from the ideal is -0.32%.

The reader may find it instructive to verify the above results using PSpice. This
is a practical circuit for realizing a large inverting gain while using a relatively large
resistance Rita ensure high input resistance.

Vv VN RllI'd (RIII'd+ RZ)IIRLP = - - = - = x =-,-:-"-=--::---:-c~-----''--
VT VT RI lI'd + Rz (R I lI'd + Rz) II RL + '0

which is readily rearranged as

IP= x (1.75)
1+ Rz/ Rt + RZ/'d 1+ ,,,/(RI lI'd + Rz) + '0/ RL

in agreement with Eq. (1.73). This expression accounts for loading both of the
output port by the feedback network and of the feedback network itself by the input
port. Only in the limits 'd -> 00 and '" -> 0 does it tend to the simplified form
p = Rt/(RI + Rz) = 1/(1 + Rz/RI) ofEq. (1.56).

\
'f) X---;:::-,_ .>-x---. N'-----+-,

,--~-+-x---~:':'--'

FIGURE 1.33
Finding the feedback factor fJ (x denoles a cut).

r
I
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FWURE 1.35

Finding 13 for the circuit of Fig. 1.13b.
"T
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Summing amplifier and equivalent circuit for finding its feedback faclor fJ.

~:XAMPL~ t.l2. Let Ihe op amp of Fig. 1.34a have r" = I Mn, a = In< VIV, and
r" = 100 n. (a) Find II and T. (h) Find the ideal as well as the actual transfer charac­
teristic of the circuit.

Except for special cases such as heavy capacitive loading at the output, the
external circuitry in a well-designed amplifier will cause negligible voltage loss
across ro· Al the risk or a small error. wc will oncn let ,." ;; () to simplify our
calculatiolls. This will yield slightly overestimated values for fJ and T.

(1I) (hi then feedback is of the pO.l'itil'e type, something that forces the op amp into saturation
and causes it to operate as a Schmitt trigger. Unless stated to the contrary, henceforth
we shall assume feedback to be always negative.

EXAMPt.E 1.13. Find 13 in the circuit of Fig. I.I3b if rJ = 100 kn and r" = 100 n.

Solulion. After the necessary modifications, we end up with the circuit of Fig. 1.35.
Applying the voltage divider formula twice, we ohtain

13N=- (R,//r,,)+R, =0.622 lip = R
,

=O.IKK
r" + R, + (R,//r,,) + R., r" + R, + (R,//r,,) + R,

so that II = 0.622 - 0.1 KK = 0.434 V/V. Since the amount (0.622) of negativefeedback
is greater than the amount (0.188) of positive feedback, the net feedhack around the op
amp is negative.

Solution. In Chapters 6 and 8 we shall have much more to say about the loop gain T.

(el) After suppressing all input sources, replacing the op amp with its terminal re­
sistances, and applying a test voltage 1',.. we get Ihe circuit of Fig. 1.34b. Let
RA = R,/I R,II R.• /lrd = 10/120/130/1 IlXlO=5.425kn,R. = R.+R. =305.4
kn, Re = R. /I RL = 1.987 kn, and Ro = Re + ro = 2.087 kn. Then I'N =
(R./R.)l'o = 1'0/56.23.1'0 = (Re/Ro)I'T = "T/1.050. and fJ = I'N/I',. =
1/(56.23 x 1.(50) = 1/59.13 V/V. The loop gain is T = afJ = In</59.13 = 169.1.

(b) Ideally, 1'0 = -(3(lO/IO)I', - (300/20)1" - (3(X)/30)1'" or

I'u = -(30,', + 15,', + 10",)

To find thl' .ldual characteristic. each coefficient must be multiplied by 1/(1 +
I/T) = 1/(1 + 1/169.1) =0.9941. Thus.

I'{) = -(29.821'1 + 14.911', + 9.9411',)

. As implied by its name, negalive feedback is applied at the op amp's inverting
mput. However, we "'ill encounter situations involving also a certain amount of
feedback via th. ,illg input, thai is, a combination of both negative and
positive feedback. Rcwriung Eq. (1.74) with all input sources suppressed as

I'N 1'1'
fJ = - - - = fiN - fJl' (1.76)

l'T 1.'T

indicates that in order for the net feedback fJ to be negalive. fJN (= I'N/I'T) must
prevail over fJp (=l'I'/I'T). We shall see in Chapter 9 that if fJp prevails over fJN,

1.8
OP AMP POWERING

In order to function, op amps need to be externally powered. Powering serves the
twofold purpose of biasing the internal transistors and providing the power that the
op amp must in turn supply to the output load and the feedback network. Figure 1.36
shows a recommended way of powering op amps. To prevent the ac noise usually
present on the supply lines from interfering with the op amps, the supply pins of
each Ie must be bypassed to ground by means of low-inductance capacitors (O.I-ILF
ceramic capacitors are usually adequate). These decoupling capacitors also help
neutralize any spurious feedback loops arising from the nonzero impedances of the
supply and ground lines, or busses, which mighl pose stability problems. Forthis cure
to be effective, Ihe leads must be kept short 10 minimize Iheir distributed inductance,
which rises at Ihe rate of about I nH/mm, and the capacitors must be mounted as
close as possible to Ihe op amp pins. A well-constructed circuit board will also
include W-lfF polarized cltpacitors at the points of entry of thc supply voltages to
provide board-level hypass. Moreover, using wide ground traces will help maintain
an electrically c1eltn ground refereoce.

Typically Vee and VEE are generated with a dual ± 15-V regulated power sup­
ply. Though these values have long been the standard in analog systems, today's
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FIGURE 1.36

Op amp powering with bypass capacitors.
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FIGURE 1.37

Currenl flow for the noninverting !lal and (b)1 and the inverling [(c) and (d)) amplifiers.

'.,

(d)

\'C'{1',< (1

(e)

EXAMPI.E 1.15. When experimenting with op amps it is handy to have a variable source
over Ihe range -10 V::: Vi ::: 10 v. (<I) Design one such source using a 741 op amp
and a J()()·kn potentiometer. (h) If ~' .... is set to 10 V. how much does it change when we
connect a I·kn load to the source'!

Solution.

(u) We lirst design a resistive network to produce an adjustable voltage over the range
- 10 V to +I0 V. As shown in Fig. 1.38, where we usc a concise notation for the

EXAMPLE 1.14. An inverting amplifier with R, = 10 kn. R,=20kn. and v/ = 3 V
drives a 2-kn load. (a) Assuming I(! = 0.5 rnA. find icc. in;. and i o . (b) Find the
power dissipaled inside the op amp.

Solution.

(a) Wilh reference to Fig. 1.37,,, we have Va = -(20ll0)3 = -6 V. Denoting Ihe
currents Ihrough RI • R,. and R, as i,.. i,. andl" we have il = 6/2 = 3 mAo and i, =
i, = 3/10 = 0.3 mAo Thus. io = i, + i l =0.3 + 3 = 3.3 mA; icc = t(! =0.5 mA;
iEE =icc +i" =0.5 + 3.3 =3.8 rnA.

(b) Whenever a current i experiences a voltage drop v. the corresponding power is p =
vi. Thus. POA=(Vcc -Vu )/Q+(I'o-Vu;)io=30 x 0.5+[-6- (-15)1 x
3.3 =44.7 mW.

~'/> 0

mixed-mode applications call for a single 5-V supply to power both digital and ana­
log circuitry. In Ihis case we have Vee = 5 V and Vn: = 0 V. Unless otherwise
specified, we assume Vee = 15 V and VEE = -15 V. Though the power-supply
interconnections are normally omilled from circuit diagrams for the sake of simplic­
ily. we must remember to power our op amps when we Iry Ihem out in the lab. Some
of Ihe most fre4uent sources of fruslration for Ihe beginner are due to improper
powering, such as faulty wire connections. interchanging Vee and VEE. or even
forgelling to turn Ihe power on! When troubleshooting. it is good praclice 10 check
the voltages right at the s~pply pins of Ihe op amp.

Since virlually no current flows in or out of the input pins of an op amp. the only
current-carrying terminals are Ihe output and Ihe supply pins. We shall designate
their currents as 10. Icc. and lEE. Since Vee is the most positive and VEE the most
negative voltage in the circuit. under proper operation Icc will always flow Into and
iEE always out of the op amp. However. 10 may flow eilher out of or inlo the op
amp. depending on circuit conditions. In the former case the op amp is said to be
sourcing current. and in the laller it is sinking current. At all times. the three currents
must satisfy KCL. So for an op amp sourcing current we have Icc = lEE + io. and
for an op amp sinking current we have lEE = Icc + 10.

In the special case in which 10 = O. we have Icc = lEE = lQ. where lQ
is called Ihe quiescent supply current. This is the current that biases the internal
Iransistors to keep them electrically alive. Its magnitude depends on the op amp type
and. to a certain extent. on the supply voltages; typically. I Q is in the milliampere
range. Op amps intended for portable e4uipmenl applications may have I Q in the
microampere range and are therefore called micropoll'er op amps.

Figure 1.37 shows current flow in Ihe noninverting and inverting circuits. both
for the case of a positive and a negative input. Trace each circuil in delail until you
are fully convinced thai the various currents flow as shown. Note Ihat Ihe outpul
current consists of two components. one to feed the load and the other to feed the
feedback network. Moreover. the flow of currents I Q and 10 through the op amp
causes imernal power tli."isiplltion. This dissipation must never exceed the maximum
rating specified in the data sheets.

Current Flow and Power Dissipation
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say that the 741 saturates at ± Vsa• = ± 13 V. Moreover, since 13/200,000 = 65 ltV,
the input signal range corresponding to the linear region is -65 /tV < vV <

65/tV.
If the power supplies are other than ± 15 V, VOII and V(I[ will vary accordingly.

For instance, in the case of a 741 op amp being powered I,,)ttl a single 9-V battery
so that Vee =9Vand VEE = OV,wehave VOH ~9-2 =7Vand VOl. ~{)+2 =
2 V, indicating a useful range, often called the dynamic output range, of about only
7 - 2 = 5 V. In low power-supply systems the need arises for op amps with a
maximized dynamic output range. Called rail-/O-rail op amps, these devices are
designed so that under moderate output loading they can swing va all the way up
to Vee and down to VEE, so that VOH ~ Vce and VOL ~ VEE. CMOS op amps are a
familiar example. In general, VOH and VOL not only depend on the op amp type but
also vary among different samples of the same type because ofproduction variations,
temperature drift, and outptllload variations. Consult the data sheet, for more details.

In single-supply systems, such as mixed digital-analog systen,; with Vee = 5 V
and VEE = 0 V, signals are usually constrained within the range, ,f 0 V to 5 V. The
need arises for a reference voltage at (I /2)Vee = 2.5 V for termi"ation of all analog
sources and loads, and thus allow for symmetric voltage swings about this common
reference. In Fig. 1.40 lhis voltage is synthesized by the R-R voltage divider, and is
then buffered by OA I to provide a low-resistance drive To maximize the dynamic
range of signals, OA2 is typically a device with ;11, ' 'lit capabilities, or
Vall ~ 5 V and VOL ~ 0 V. The TLE2426 Rail Splillel' ('Iexu, Instruments) is a
3-terminal chip containing all circuitry needed for the synthesis of a precision 2.5-V
common reference with a 7.5-ml1 output resistance.

When an op amp is used in the lIegativeJeedback mode. its operation must
he contined within the linear region because only there is the op amp capahk of

FIGURE 1.39
Regions of operation and approximate op amp models.

"

The supply voltages Vee and VEE set upper and lower bounds on the output swing
capability of the op amp. This is best visualized in terms of the VTC of Fig. 1.39,
which reveals three different regions of operation.

In the linear re!!inn the curve is approximately straight and its slope represenls
the open-loop g,,,.1 u. With a as large as 200,000 V/V, the curve is so steep that it
practically coale,ces with the vertical axis, unless we use different scales for the
two axes. If we e\press Vo in mlts and VD in microvolts, as shown, then the slope
becomes 0.2 VI/IV. As we know, op amp behavior within this region is modeled
with a dependent source Llf value uv D.

As VD is increased, Vo increases in proportion until a point is reached where
internallransistor saturation effects take place that cause the VTC to flatten out. This
is the positive saturation region, where vo no longer depends on VD but remains
fixed, making the op amp behave as an indepelldellt source of value Va H. Similar
considerations hold fnr Ihe ~"'n';l'e saturation region, where the op amp acts as an
independent sour' Nnte that in saturation vD is no longer necessarily
in the micro\'! II

For bipolar op amps, such as the 741, VOH and VOL are typically several pn­
junction voltage drops (about 2 V) below Vee and above VEE. Thus, for symmetric
±15-V supplies we have VOH ~ 15 - 2 = 13 Vand VOL ~ - 15 + 2 = - 13 V; lhal
is, the saturation vlIt',lges are also approximately symmetric. In this case we simply

supply voltages, Ihis nelwork consisis of Ihe polenliomeler and IWo 25-kO resislors
10 drop 5 Veach, so Ihal vA = 10 V and VB = -10 V. By turning the wiper we
can vary "W over the range -10 V ~::: l'W ::s 10 V. However, if a load is connected
direclly 10 Ihe wiper, Vw will change signilicanlly because oflhe loading effect. For
this reason we interpose a unity-gain buffer, as shown.

(b) Connecting a l-kO load will draw a current h = 1011 = 10 rnA. The output
resislance is N" =r,,/(I + T) = 75/( 1+ 200,000) = 0.375 mO. The source change
is Ihus 6" - R" 6h = 0.375 x 10-3 x J() X 10-3 = 3.75 /lV---<juite a small
change! 11lls demonstrates amost imponanl op amp application, namely. regulation
against changes in the load conditions.

Output Saturation

44 25 Ul
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FIGURE 1.38

Variable source from -10 V10 +10 V.



Problems.

Iv
,h.

PROBLEMS

1.3 (a 1A transresislance amplifier with R, = 20 kfl, A,~ = I VIma, and R" = 300 fl is
driven by a source is with parallel resistance R f = 100 kSl and drives a load RI. =
6()() fl. Find the transresistance gain .1',.1 is as well as the power gain pdPs, where Ps
is the power delivered by the source is and PL Ihat absorbed by the load RL . (b) To
what value must A, be changed to achieve 1',.1 is = I VImA exactly? What is the
corresponding power gain?

1.2 Sketch the transconductance and Iransresistance amplifiers; derive expressions for their
source·to-Ioad gnins.

1.1 In the voltage ampliliercircuit of Fig. 1.1.lel v., = 11K) mY, R, = 11K) kQ, 1'/ = 75 mY,
RL = 10 Q, and 1'0 = 2 V. If connecting a 30-fl resistance in parallel with R,. drops
"0 to 1.8 V, find Ri , A", and R".

1.4 A transconductance amplifier is driven by a source with Vs = 30 mV and R, = 100 kfl
and drives a load RI .. Digitalmultimeter (DMMl readings at the input and ~utput purts
yield \', = 25 mY, i, = 0.9 A for RL = 20 fl, and i, = 0.8 A for R, = 30 fl. Predict
the DMM readings if the same amplifier is driven by a source wilh l'S = 33 mV and
R, = 50 kfl and drives a load R, = 40 fl.

FIGURE 1.41

\Va\'efonns of an inverting amplifier dri\'ell into saturation.

the same shape as the input. Clipping is generally undesirable, though there are
situations in which it is exploited on purpose to achieve specific effects.

1.1 Amplifier fundamental.
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Synthesis of a 2.5-V common reference voltage in a 5-V
single-supply system.

R

EXAMPI.E 1.16. A 741 inverting amplifier with A = -2 V/V is driven by a ±IO-V
pcak-to-peak triangular wave. Sketch and label \' /. 1'0. and vN versus time.

Solution, With an input range of ± I0 V and a gain of 2, the output range would be
±20 V, indicating that the op amp will sal urate part of the lime. The borderline between
linear operation and saturation occurs when v I = ± 13/2 = ±6.5 v.

When -6.5 V < V, < 6.5 V, the op amp is in the linear region. where 1'0 = -21',
and VN ~ 0 V (virtual ground).

When v, > 6.5 V, the op amp saturates at 1'0 = -13 V. By the superposition
principle,vN = (R,",+R,"ol/(R,+R,l = (2/3).,,+(1/3)(-13) = (2/3)vl-I3/3V.
For instance, when v, peaks at 10 V, VN will peakat(2/3110-13/3 = 2.333 V. Clearly,
the inverting input is no longer a virtual ground when VI > 6.5 V.

When vJ < -6.5 V, circuit behavior is symmetric to the case in which v I > 6.5 V.
The circuit and its waveforms are shown in Fig. 1.41.

A common characteristic of saturating amplifiers is a clipped output waveform.
Clipping is a form of distortion since the output of a linear amplifier should have

influencing its own input. If the device is inadvertently pushed into saturation, va
will remain fixed and the op amp will no longer be able to influence vD, thus
yielding a completely different behavior. When analyzing op amp circuits it is often
necessary to find the region of operation. to this end we start oUl assuming that
thc op amp is in thc linear region and calculate va. If this falls within the range
V",. < V() < VOH , the assumption is correct. Otherwise. the op amp is saturated at
either VOl. or VOH , depending on whether the calculated value was less than VOL or
greater than VOH.

Conversely. given a circuit in the lab, we may wish to find in which region the
op amp is working at a given time. The answer lies in the value of va. which we can
measure with a voltmeter or observe with an oscilloscope. If V",. < va < VOH , the
device must be in the linear region, where, for instance, we can calculate vD or vI

usingI'/) = va/aorvi = va/A. Otherwise, we must have either va = VOLorva =
VOH , and I'D will generally be significantly different from zero. The experimental
determination of the operating region is very helpful in troubleshooting.

I, \ \' \ II,·
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1.2 The operational amplifier

1.5 Given an op amp with rd ~ 00. a = 10" V/V. and r" ~ O. find (a) Vo if vp = 750.25
mV and VN = 751.50 mV. (b) VN ifvo = -5 V and Vp = O.(e) Vp ifvN = Vo = 5 V,
and (d) I'N iflo" = -1'0 = I V.

1.6 A 741 op amp drives a I-kil load. Find Ihe voltages across and Ihe cutrents through rd

andr"ifvp = I Vandvo =5V.

1'0

49
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1.3 Basic op amp configurations
30kO 20kO

1.7 In Ihe noninverting amplifier of Fig. 1.60, lei R I = 100 kil, R, = 200 kil, and
a = 00. (a) Whal is its closed-loop gain? How does ils gain change if a third resislance
R] = 100 kil is connected in series wilh R,? In parallel with RI? In series wilh R,? In
parallel with R,? (b) Repeat (a) for Ihe inverting amplifier of Fig. 1.l0a.

FIGURE PI.IS

1.16 (a) Find VN, v p, and Vo in Ihe circuilofFig. P1.I6. (b) Repeat (a) wilh a5-kil resistance
connected between A and B.

A 3kO 4kO

va

>-~-o va

FIGURE PI.I6

(a) Find VN, Vp, and Vo in the circuil of Fig. Pl.l7 if Vs = 9 V. (b) Find Ihe res;"ance
R thai, if connecled belween the inverting-input pin of the op ::np and ground, causes
Vo 10 double. Verify wilh PSpice.

50kO 20kO

1.17

"

I
I~

i

1.8 (a) Design a noninverting amplifier whose gain is variable over Ihe range I V/V ~ A ~

5 V/V by means of a 100-kil pot. (b) Repeat (a) for 0.5 V/V ~ A ~ 2 V/V. Hint: To
achieve A ~ I V/V, you need an inpul voltage divider.

1.9 (a) A noninverting amplifier is implemented wilh two 10-kil resislances having 5%
lolerance. Whal is the range of possible values for the gain A? How would you modify
the circuit for Ihe exacl calibralion of A? (b) Repeat, but for the inverting amplifier.

1.11 (a) Design an inverting amplifier whose gain is variable over the range -10 V/V
~ A ~ 0 by means of a 100-kil pot. (b) Repeal, but for -10 V/V ::: A ~ -I V/V.
Hint: To prevent A from reaching zero, you must use a suitable resistor in series with
Ihe pol.

1.12 (a) A source Vs = 2 V with R, = 10 kil is 10 drive a gain-of-five inverting amplifier
implemented with R, = 20 kil and R, = 100 kil. Find the amplifier ouipul voltage
and verify thai because of loading ils magnilude is less than 2 x 5 = 10 V. (b) Find the
value to which R, must be changed if we want 10 compensale for loading and obtain a
full oulpul magnilude of 10 V.

1.10 In the inverting amplifier of Fig. 1.I0a, let v, = 0.1 V. R, = 10 kil, and R, = 100 kil.
Find Vo and VN if (a) a = 10' V/V, (b) a = 10" V/V. (e) a = HI" V/V. Commenl on
your findings.

O.3mA

1.I3 (a)Asourcevs = 10Visfedioavoitagedividerimplementedwilh RA = 120kiland
R. = 30 kil, and the voltage across R. is fed, in tum, to a gain-of-five noninverting
amplifier having RI = 30 kil and R, = 120 kil. Skelch the circuit, and predict the
amplifier output voltage Vo. (b) Repeat (a) for a gain-of-five inverting amplifier having
R, = 30 kil and R, = 150 kil. Compare and comment on the differences.

1.14 An inverting amplifier is implemenled wilh R, = 10 kil, R, = 20 kil and an op amp
wilh rd ~ 00, a = I V/mV, and r o ~ O. Sketch and label VI, vo, and VN versus lime ifv, is a I-kHz sine wave wilh ±5-V peak values.

1.4 Ideal op amp circuit analysis

1.15 Find VN, vp, and Vo in the circuit of Fig. P1.l5. as well as Ihe powerreleased by the
4-V source; devise a melhod 10 check your resullS.

FIGURE PI.I7

1.18 (a) Find VN, Vp, and Vo in the circuit of Fig. P1.I8. (b) Repeat (a) with a 40-kil
resislance in parallel with the O.3-mA source.
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The audio panpot circuit of Fig. PI.25 is used to continuously vary the position of
signal \'/ between the len and the right stereo channels. (a) Discuss circuit operation.
(b) Specify R, and R, so thaI v,Jv, = -I V/V when the wiper is fully down, v.lv, =
-I V/V when the wiper is fully up, and vL!v, = v.lv, = -1/J2 when the wiper is
halfway.

us

1.24 (a) Show that the circuit of Fig. PI.24 has R, = 00 and A = -(I + R,/R,)R,IR,.
(b) Specify suilable components to make A variable over the range -100 V/ V ::: A ::: 0
by means of a 100-k!'! pol. Try minimizing the number of resistors you use.

1.23 Consider the following statements about the input resistance Hi of the noninvcrting
amplifier of Fig. 1.14£1: (a) Since we are looking straight into the noninverting-input pin,
which is an open circuit, we have R; = 00; (b) since the input pins are virtu'llly shorted
together, we have R, =0+ (R, II R,) = R, II R,; (e) since the noninverting-input pin is
virtually shorted to the inverting-input pin, which is in turn a virtual-ground node, we
have Rj = 0 +0 = O. Which statement is correct? How would you refute the other two?

1.27 (a) Using standard 5t;f· resistances. design a circuit 10 give ta) 1'0 = -10(1'1 + I V);
(b) Va = -V, + Vo , where Vo is variable over the range -5 V .::: Vo .::: +5 V by
means of a 100-k!'! pol. Hillt: Connect Ihe pot hctween the ± 15-V supplies and use the
wiper voltage as one of the inputs to your circuit.

1.26 (a) Using standard 5% resistances in the kilohm range, design a circuit to yield Vo =
-100(4v, + 3V2 + 2,', + v,). (b) If v, = 20 mY, v, = -50 mV, and I', = ilK) mY,
find \'J for \'0 = 0 v.r

1
I

I

I
:

~'o

Vo

R,

3 kll 4 kll

(a) Find VN, Vp, and Vo in the circuit of Fig. PI.l9 if is = I rnA. (b) Find a resis­
lance R that when connected in parallel with the I-rnA source will cause v0 to drop to
half the value found in (a).

FIGURE PI.22

v, +

FIGURE Pl.21

1.22 III thc circllit of Fig. PI.22thc pot is used IOl'llIlI",1 gailllllagllitode as well as polarity.
(a) Letting k denote the fraction of R, hctween the wiper and ground. show that varying
the wiper from bottom to top varies the gain over the range -R,IR, ::: A ::: I VI V,
so that making R, = R, yields -I V/V ::: A ::: +1 V/V. (b) To accommodate gains
greater than unity, connect an additional resistance R4 from the op amp's inverting-input
pin to ground. Derive an expression for A in terms of R

"
R" R" and k. (d Specify

resistance values suitable for achieving -5 V/V ::: A ::: +5 V/V.

R,

1.21 In the circuit of Fig. PI.21 the switch is designed to provide gain-polarity control.
(a) Verify that A = +1 V/V when the switch is open, and A = -R,IR, when the
switch is closed, so that making R, = R, yields A = ±I V/Y. (b) To accommodate
gains greater than unity, connect an additional resistance R4 from the inverting-input
pin of the op amp to ground. Derive separate expressions for A in tenns of RI through R4
with the switch open and with the switch closed. (c) Specify resistance values suitable
for achieving A = ±2 V/V.

1.19

FIGURE PI.I9

1.20 (a) If the current source of Fig. PI.l6 is replaced by a voltage source 1'5, find the
magnitude and polarity of V5 so that Vo = 10 V. (b) If the wire connecling the 4-V
source to node va in Fig. PI.I5 is cut and a 5-kfl resistance is insened in series between
the two. to what value muslthe source be changed to yield va = 10 V?

50
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1.44 The circuit of Fig. PI.44 can be used to control the input resistance of the inverting
amplifier based on OA ,. (a) Show that Ri = R,j(l - R, / RJ ). (b) Specify resist"nces
suitable for achieving A = -10 V/V with Ri = 00.

1.42 Show that if Ihe op "'liP of Fig. J.20b has a finite gain u, then R,q = (-R,R/R,)x
[I + (I + R,/Rtl/ullil - (I + R,/R,)/a].

1.41 If RF in the summing amplifier of Fig. 1.15 is replaced by a capacitance C, the circuit
becomes a summing integrator. (a) Derive a relationship between its output and its
inputs. (b) Using a IO-nF capacitance, specify suit"ble resistances for l'O(t) = l'o(Oj­

10J(j~ v, d~ + 2.J;; v, d~ + O.s.J;: VJ d~).

1.43 Find an expression for Rj in Fig. PI.43~ discuss its behavior as R is varied over lhe
range 0 ~ R ~ 2R,.

1.40 (a) In the integmtor of Fig. 1.19 let R = 10 kfl and C = 0.1 JlF. Assuming th"t C
is initially discharged, sketch and label vo(l) for 0 ~ I ::: 10 ms if v, is a I-V step.
(b) Repeat (a) with a lOO-kfl resistance connected in parallel with C.

1.39 In the integrator of Fig. 1.19 let R = 1m kfl and C = 10 nE Sketch and I"bel l'ill)

and vo(l) if(a) 1'/ = 5 sin 2" UK)t V and vo(O) = 0; (b) 1'/ = 51a(l) - aft - 2 OIs)1 V
and va(0)=5 V, where 1I(t -Ill) is the unit step function defined as a=O for
t < ln, and u = I for t > '0.

1.38 In the differentiator of Fig. 1.18 let C = 10 nF and R = 100 kfl, and let v, be a periodic
signal alternating between 0 V and 2 V with a frequency of 100Hz. Sketch "nd label
VJ and Vo versus lime if VI is (a) a sine wave: (b) a triangular wave.

R,

",

t'lGUKE PI.31

1.30 (al In the difference amplifier of Fig. 1.17 let R, = R, = 10 kfl and R, = R, = 100
kfl. Find 1'0 if v, = lOcos 2,,60t - 0.5 cos 2" IOJt V, and v, = lOcos 2,,60t +
0.5 cos 2" IO't V. (b) Repeat if R, is chauged to 101 kfl. Comment on your findings.

1.31 Show that if all reSisll.mCes in Fig. P1.3) are equal, then \'0 = )'2 + 1'4 + "6 - VI­

1'] - ".c;.

1.28 In the circuit of Fig. 1.17 let R, = R, = R, = 10 kfl and R, = 30 kfl. (a) If v, = 3 V,
lind I', for 1'0 = 10 V. (b) If I', = 6 V, find I', for "0 = 0 V. (c) If I', = I V, find the
range of values for "2 for which -10 V :: Vo ~ +10 V.

1.29 You cau readily verify that if we put the output in the form I'a = A,v, - A,v, in the
circuit of Fig. 1.17. then A, ~ A, + I. Applications requiring A, ~ A, + 1 can be
acc{lmmodatcd hy connecting an additional resistance R~ from Ihe node common to R1
ilnd R! 10 ground. (tI) Skel<..'h the mOllified drcuil and derive a relationship between its
output and inputs. (h) Specify standard resiSlanl..'cs to achieve \'0 = 5(2\'2 - I'd. Try
minimizing the numhcr of resistors you lise.

1.32 Using a topology of the type of Fig. P I.) I, design a four-input amplifier such that
I'() :::; 41'A - 31'8 + 2vc - lIlJ. Try minimizing (he number of resistors you use.

1.33 Using just one op "mp powered from ±12-V regulated supplies, design a circuit to
yield: (a) 1'0 = IOv, + 5 V; (b) 1'0 = 10(1', - ",) - 5 V.
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1.35 Design a two-input, two-output circuit that yiclLis the sum and the difference of its
inputs: I'S = 12. and v/) = I'll ~ \'12. Try minimizing the component count. jf

1.34 Using just one op "'liP powered from ± I5-V supply voltages, design a circuit that
accepts an ae input Vi and yields Vo = i'i + 5 V, under the constraint that the resistance
seen by the ac source be 100 kfl.

1.36 Obl"in a relationship hetween 1'0 and v, if the differentiator of Fig. 1.18 includes also
a resistance R{ in series with C. Discuss the extreme cases of \'/ changing very slowly
"nd very rapidly.

1.37 Ohtain a relationship between I' 0 and 1', if the integralor of Fig. I. I9 includes also a
resistance RI' in parallel with C. Discuss the extreme cases of t' I changing very rapidly
:mtl w'ry slowly.

"1\
i',
t'
IIr
I'
I

"0

t'l(arKt: 1'1.44
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1.45 A vohage amplifier has a = 10" V/V and Vi = 10 mY. Find Vd, vf' Vn , A, T, and the
percentage deviation of A from Ai"'., for fJ = 10-' V/V, 10-' V/V, 10-' V/V, and
I VIV. Compare the various cases and comment.

1.46 (a) Find the desensitivity factor of a negative-feedback system with a = 10' and
A = 10'. (bl Find A exactly via Eq. (1.40), and approximately via Eq. (1.49) if a drops
hy 10%. (c) Repeat (h) for a SO% drop in a; compare with (h) and comment.

1.47 You are asked to design an ampli(ier with a gain A of 10' V/V that is accurate to within
±O.I%. or A = 10' V/V ± 0.1%. All you have availahle are amplifier stages with
a = 104 VI V ± 2S% each. Your amplifier can be implemented using a cascade of basic
slages. each employing a suitable amount of negative feedback. What is the minimum
number of stages required? What is the fJ of each stage?

1.48 The open-loop VTC of a certain amplifier can be approximated piecewise by five
segments with sYlllmetric hreakpoints at ("f), "f)) = ±(80 I'V, 8 V), ±(280 J-1V,
12 V). and ±(S30 J-1 V, 13 V). (a) Sketch the above VTC; calculate and sketch the
closed-loop VTC when the amplifier is placed in a feedback loop with fJ = O.S V/V.
(b) Sketch ~'I. Vo. and VLJ versus time if VI is a triangular wave with ±5-V peak values;
comment on the waveform of VD. Hint: vDlt) can be derived point by point from vo(l)
nsing the open-Imp VTC of (a).

(';:,\ crude BJT power amplifier of the class B (push-pull) type exhibits the VTC of
~ig. P 1,49h. The dead hand occurring for -0.7 V ::': v, ::': +0.7 V causes a crossover

distortion at the outpullhal can he redm.:cd hy prcl'cding the power stage with u prculIl­
plilicr stage and thell using negative fccuhw.:k to reduce the dcad hand, This is shown
in Fig. PlAYa for the case of a difference preamplifier with gain a, and fJ = I V/V.
(a) Sketch and label the closed-loop VTC if a, = 10' V/V. (b) Sketch VI, v" and "a
Vl'rSlIS limc if \'1 is .. 100-Hz triangular WilVC with pcuk values of ± I V.

changing the signal gain, To this end. we precede the power stage with a preamplifier
stage with gain III and then apply negative feedback around the composite amplifier.
What are the required values of "I and {I?

1.6 Feedback in op amp circuits

1.51 A voltage follower is implemented with an op amp having r" = I MI'l. 11 = I V/mV,
and r o = I kl'l. (a) Find "0 if the follower is driven by a source Vs = 10.000 V with
R, = 2 MI'l. (b) Repeat (iI) with a I-kl'l output load.

1.52 An inverting amplifier is implemented with two precision resistors R1 = 100 kQ and
R, = 200 kQ and drives a 2,kQ load. Assuming an op amp with rd = 1 MI'l and
'(1 = 100 Q. lind the minimum gain a needed to contain the deviation of A from the
ideal within (iI) 1%. (h) O.(Xli 'if.

1.53 Let a voltage follower be implemented with an op amp having r" = I kl'l. r" = 20 kl'l.
anda = 106 V/V (poorresistam..'es, but excellent gain). FindA, Ri • and R". and comment
on your findings.

1.7 The loop gain

(~a) Find Ai"'., in the circuit of Fig. Pl.S4 if all resistances are equal. (b) Assuming
~d~ 00 and ro ~ n, lind "min such thai the devialion of A from Aidcal is less than 0,1 %.

RI R2 R4 R6

",

>----------<~_o ~'o

SS

Problems

nGlJRE PI.4'

(ll)

r---:'T~--<J "0

II()(V)

----'7'-+--(--- ", (V)

(b)

1.55 (a) Assuming that RJ in Fig. I.J2a is a potentiometer connected as a variahle resistance
over the range 0 :::: RJ .'S I MQ. specify suitable components for an input resistance of
SOO kl'l and a continuously variahle gain over the range _10' VIV ::': Ai"'" ::': -O.S
V/V. (b) If rd = I MI'l, a = 10' V/V, r" = 100 I'l, and RI. = 2 kl'l, estimate the gain
departure from the ideal at the two extremes of the range.

1.56 (a) Design a difference amplifier such that. ideally, Vo = IOO(v, - v,). (b) Assuming
an op amp with 'd ;:: 00 and '" ;:: 0, find the open-loop gain needed 10 approximale
the ideal closed,loop gain within 0.1 %.

1.57 Assuming that the op amp has r" ;;;: 00 and r" ;;;: O. find the feedback factor fJ in the
circuits of Figs. PI.ISthrough P1.I9.

1.58 For the dc-olTseuing amplilier uf Fig. 1.16 find the minimum open-loop gain needed to
l'olllain Ih.: deviation of its transfer dmnu:tcristil.: from the ideal within 1%.

1.50 A certain audio power amplilier with a signal gain of 10 V/V is found to produce a 2-V
peak-to-peak 120-Hz hum. We wish to reduce the output hum to less than I mV without

1.59 Using a single op amp. along with the ideas expressed in Problem 1.2Y, design a circuit
that accepts two inputs \'1 and \'~ ,1I1d yields I'll = IOO(JI'~ - 21'1). Hcnce. assuming
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1.70 (a) Assuming IQ = 50 I,A and a grounded load of 100 kfl at the oulpUI of Ihe dc­
offselling amplifier of Fig. 1.16, find Ihe values of v/ for which Ihe op amp dissipales
the ma"imum power. Show all corresponding voltages and currents. (hl Assuming
±V~, = ±12 V, find Ihe range of values of v/ for which the op <Imp still operales
within the linear region.

1.71 In Ihe amplifier of Fig. 1.17lct R, = 30 kfl, R, = 120 kll, R, = 20 kfl, and R., =
30 kfl, and letlhe op amp be a 741-lype powered from ±15 V. (al If 1', = 2 sin wi V,
find the range of values of VI for which the amplifier still operates in the linear region.
(h) If VI = V". sin lJ)f and \'2 = -I V, find the maximum value of V", for which the (IP

amp still opcmtcs in lhe linear region. (c) Repeat (iI) ;nul (hl for the ':;'Ise in which the
power supplies are lowered 10 ± 12 v.

1.68 Assuming a 741 op amp in the dc-offselling amplifier of Fig. 1.16, find: (a) v/ and I'N

if 1'0 = 5 V; (b) find I'N and "0 if 1'/ = 3 V.

1.72 Assuming Ihalthe op amps of Figs. P 1.17 and P 1.19 salurale at ± 10 V, tind Ihe range
of values of Vs ;,md is for which the op amps still operate in the linear region.

1.69 The noninvening amplifier of Fig. 1.14a is implemenled with R, = 10 kfl and R, =
15 kfl, and a 741 op amp powered from ±12-V suppli<'· TO ,I ,'ircuit includes also a
Ihird 30-kfl resislor connected belween Ihe inverting "'pUI alllt llie 12-V supply, find
\'0 and VN if(al v/ = 4 Y, and (b) \'/ = -2 V.

1.67 (1/) Assuming ± 15-V power snpplies, design a variable voltage source over Ihe range
o V ~ I'S ~ 10 V. (b) Assuming a I-kfl grounded load and IQ = 1.5 rnA, tind Ihe
max.imum internal power dissipation of your op amp.

1.74 The circuil of Fig_ P1.74. called a bridge amplifier. allows one 10 douhle Ihe linear
outpul range as compared wilh a single op amp_ (a) Show that if Ihe resistances are in
the ratios shown. then "~of"~, = 2A. (h) If Ihe individual op mnps satumte at ± 13 V.
what is the maximum peak-Io-peak output voltage Ihat the circuit can provide without
distortion?

1.73 In the invening amplifier of Fig. 1.32a lei v/ be a I-kHz Iriangular wave with peak
values ± V'm, and let Ihe op amp be ideal, except that its outpul salurales at ± I0 V_
Assuming Ihat R, = R, = I MfI, H, = 18 kfl, and R. = Rt = 2 kfl, skelch and
label VI, VN. VI. and v(} versus time if(a) Vim = 0.5 V; (b) Vim = 2 V.

t
i
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In kll .111 kll
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10 kll 14n kll

-15 V

FIGURE PI.6S

v,

IkQ

FIGURE PJ.60

1.61 (a) Assuming Ihe op amp of Fig. PI.16 has r" = 00 and ro = 0, find {IN, {Jp, and {J.
(b) Repeat, but with the curreOl source replaced by a voltage source.

rrJ = 00 and ro = n. find the minimum open-loop gain a needed 10 (ontain the transfer
characteristic's deviation from ideality within 0.1 %.

1.60 Assuming Ihe op amp of Fig. PI.60 has a = 3()(XI V/V, rd = 00, and ro = 0, find the
loop gain T.

1.62 Repeat Problem 1.6/, bUI t<" Ihe circuit of Fig. P1.I9.

1.63 In Ihe circuit of Fig. PI.49a let a, = 30m V/V and R, = 2 kfl, and suppose an
addilional lO-kf2 resistor is connected frnl1111ot..lc 1'1 In mxie 1'0. (a) Sketch and fallel
the open-loop VTC ofthe overall circuit, that is, Ihe plol of Vo versus the input difference
\'0 = \'p - I'N· (b) Sketch and label the loop gain T versus v/ overthe range -0.3 V
::: l'l .:: 0.3 V. (r) Sketch and lahel. versus lime. 1'1, l' (J, VI. and v/) if I' J is a triangular
wave wilh ±0.3-V peak values.

1.8 Op amp powering

1.64 Repeal Example 1.14, bUI wilh ,'/ = - 5 V.

1.6S Assuming Ihal 1(1 = 1.5 rnA in the circuil of Fig. P1.65, calculale all currenls and
voltages, as well as Ihe power dissipaled inside the op amp, if (a) v/ = +2 V; (b) v / =
-2 V.

1.66 Using a 741 op amp powered from ± 12-V supplies, design a noninverting amplifier
with a gain of 6 V/V. Sketch and label VI. Vo, and liN versus time if v, is a sine wave
with ±3- V peak values.
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1.75 For the circuit of Fig. P1.65 sketch and label t'l, VN. and }I (} versus time if l'1 is a
triangular wave with ±5-V peak values.

1.76 In the integrator of Fig. 1.19 let R = loo kQ and C = 10 nF, and let the op amp be
ideal, except that its output saturates at ± 13 V. Assuming that v0 (0) = 0 V, sketch and
label 1'0 and VN versus time if (a) v, = I V; (b) v, = I mY; (c) v, = -I mY.
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APPENDIX IA
STANDARD RESISTOR VALUES

As a good work hahit, always specify standard resistance values for the circuits you
design (see Tahle IA.I). In many applications 5% resistors are adequate; however,
when higher precision is required, I% resistors should be used. When even this
tolerance is insufticient, the alternatives are either 0.1 % (or better) resistors, or less
precise resistors in conjunction with variahle ones (trim pots) 10 allow for exact

adjustments.
The numhers in the table are multipliers. For instance, if the calculations yield

a resistance of 3.1415 kn, the closest 5% value is 3.0 kn and the closest I% value
is 3.16 kn. In the design of low-power circuits, the best resistance range is usually
between I kn and I Mn. Try to avoid excessively high resistances (e.g., above
10 Mn), because the stray resistance of the surrounding medium tends to decrease
the effective value of your resistance, particularly in the presence of moisture and
salinity. Low resistances, on the other hand, cause unnecessarily high-power dissi­

pation.

TABLE IA •• 59 IStandard resistance values
APPENDIX IA

S% resistor values I % resistor values Standard Resistor

Ito 100 t78 3t6 562 Values
II 102 182 324 576
12 105 187 332 590
13 107 t91 340 6tJ4
15 110 t96 348 6t9
16 113 200 3,7 6\4
18 tl5 20, 365 64'/
20 t 18 210 .174 665
22 121 215 .18.1 68t
24 124 221 392 698
27 127 226 402 715
30 130 232 4t2 732
33 133 237 422 750
36 137 243 432 768
39 140 249 442 787
43 143 255 453 806
47 147 261 464 825
5t 150 267 475 845
56 154 274 487 866
62 158 280 499 887
68 t62 287 51 I

i .i

909 t.t."

75 165 294 523 931

II82 169 301 536 953
91 t74 309 549 976

il!
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CIRCUITS WITH RESISTIVE FEEDBACK

stabilize gain. The judicious application of this ability allows us to approach the
ideal amplifier conditions of Table 1.1 to a highly satisfactory degree.

The second part of the chapter addresses instrumentation concepts and applica­
tions. The circuits examined include difference amplifiers, instrumentation ampli­
fiers, and transducer-bridge amplifiers, which are the workhorses of today's auto­
matic test, measurement, and control instrumentation.

2.1
CURRENT-TO-VOLTAGE CONVERTERS

A current-to-voltage converter (/- V converter), also called a transresistance ampli­
fier, accepts an input current il and yields an output voltage of the type Vo = Ail,
where A is the gain of the circuit in volts per ampere. Referring to Fig. 2.1, assume
first that the op amp is ideal. Summing currents at the virtual-ground node gives
il + (vo -O)/R = O,or
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In this chapter we investigate additional op amp circuits, this time with greater
emphasis on practical applications. The circuits to be examined are designed to
exhibit linear, frequency-independent transfer characteristics. Linear circuits that
are deliberately intended for frequency-dependent behavior are more properly called
filters and will be studied in Chapters 3 and 4. Finally, nonlinear op amp circuits
will be studied in Chapters 9 and 13.

To get a feel for what a given circuit docs, we first analyze it using the ideal op
amp model. Then. in the spirit of Sections 1.6 and 1.7, we take a closer look at how
op amp nonidcalitics. particularly the finite open-loop gain. affect its closed-loop
paral1ll'll'r\. " l1um~ 'y'lcmatil: investigation of op amp nonidealities. such as static
and dynanlll' errors. will he carried oul in Chaplcrs 5 and 6. after we have developed
enougli confidence with op amp circuits emphasiling the simpler op amp model.
The circuits of the present and other chapters that are most directly affected by such
limitations will be reexamined in greater detail then.

In the first halfof the chapter we demonstrate how the op amp, which is basically
a voltage-type amplifier, can be configured for other forms of amplification, such as
current amplification and V-I and 1-V conversion. This exceptional versatility stems
from the negative-feedback ability to modify the closed-loop resistances as well as

60

The gain is - R and is negative because of the choice of the reference direction of
il; inverting this direction gives vo = Ril. The magnitude of the gain is also called
the sensitivity of the converter because it gives the amount of output voltage change
for a given input current change. For instance, for a sensitivity of I VIrnA we need
R = I kn, for a sensitivity of I VIlLA we need R = I Mn, and so on. If desired,
gain can be made variable by implementing R with a potentiometer. Note that the
feedback element need not necessarily be limited to a resistance. In the more general
case in which it is an impedance Z(s), where s is the complex frequency, Eq. (2.1)
lakes on Ihe Laplace-transform form Vo(s) = -Z(s)I;(s), and the circuit is called
a transimpedallce amplifier.

We observe that the op amp eliminates loading both at the input and at the
output. In fact, should the input source exhibit some finite parallel resistance Rs ' the
op amp eliminates any current loss through it by forcing 0 V acroSS it. Also, the op
amp delivers vo to an output load RL with zero output resistance.

Closed-Loop Parameters

Let us now investigate Ihe departure from ideal if a practical op amp is used. Com­
paring with Fig. 1.26b and c, we recognize the shunt-shunt topology. We can thus

~ R
'.
t:
~

Vo

l
R"

.'IGURE 2.1

! Basic 1- V converter.
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(2.5a)

R

~Rt>LiS- 1'0
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(b)
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A voltage-to-current con"erte, (V-I converter). also called a trallSconductallce
amplifier. accepls an input voltage VI and yields an output currenl of the Iype
io = Av /' where A is the gaill, or sensitivity, of the circuit, in amperes per volt. For
a practical converter. the characteristic takes on the more realislic form

. I
10 = AI'I - -"L

R"

One of the most frequent 1- V converter applicalions is in connection wilh currenl­
type photodetectors such as photodiodes and photomultipliers, I Anolher common
application. 1- V conversion of currenl-oulput digital-Io-analog converters. will be
discussed in Chapter 12.

Photodelectors are transducers that produce electrical current in response to
incident light or other forms of radiation. such as X rays. A transresistance amplifier
is then used to convert this current to a voltage, as well as eliminate possible loading
both at the input and at the output. ,

One of the most widely used photodetectors is the silicoll photodiode. The rea­
sons for its popularity are its solid-stale reliability. low cost, small size, and low
power dissipation. I The device can be used either with a reverse bias voltage, in the
photocollductive mode. shown in Fig. 2.3a, or with zero hias, in the pllOtol'tlllllic
mode, shown in Fig, 2.3h. The photoconductive mode offers higher speed; it is there­
fore better suited to the delection of high-speed light pulses and to high-frequency
lighl-beam modulation applications. The photovoltaic mode offers lower noise and
is Iherefore hetter suited to measurement and inslrumentalion applications, The cir­
cuil of Fig. 2.3" can he uscu as a liglllll1cler hy calihraling ils outpUI directly in unils
of light intensity.

Photodetector Amplifiers

Real-life op amps do draw a small current at Ihcir inpul terminals. Called the
illput bias currell/, it may degrade the performance of high-sensitivity 1- Vconverters,
in which i / ilself is quite small. This drawback can be avoided by using op amps
specifically raled for low inpul hias current, such as JFET-input and MOSFET-input
op amps.

2.2
VOLTAGE·TO·CURRENT CONVERTERS

FI(:lIRE 2,3

(1I) Photoconductive and (h) pholOvohaic detectors.

(2.3)

(2.2)

R R,

I
A=-R--­

I + liT

EX AM PI-E 2.t. Find the closed-loop paramelers of Ihe circuit of Fig. 2.1 if it is imple­
mented wilb a 741 op amp and R = I MQ.

Solution. Substituting tbe given component values, we get T = 133,330, A =
-Il.'!'!'!'!,)) V/IIA, R, = 5 Q, and R" ~ 56 mQ.

HGlIR.; 2.2
High-sensitivity 1-V converter.

It is apparent thaI high-sensilivily applications may require unrealistically large
resistances. Unless proper circuil fabrication measures are adopted. the resistance
of the surrounding medium. being in parallel with R. will decrease the net feedback
resistance and degrade the accuracy of the circuit. Figure 2.2 shows a widely used
technique to avoid this drawback. The circuit utilizes a T-network to achieve high
sensilivity wilhout requiring unrealistically large resistances.

Summing currenls at node Vt yields -VI I R - VI I RI + (va - vl)1 R2 = O. But
VI = -Ri/, by Eq, (2,1). Eliminating VI yields

va = -kRi/ (2.4a)

k = I + R2 + R2 (2.4b)
RI R

The circuit in effecl increases R by the multiplicative factor k. We can Ihus achieve
a high sensitivity by starting out with a reasonable value of R and then multiplying
it by the needed amount k,

E X A M PI. Ii 2,2, In Ihe eircuil of Fig 2.2 specify suitable component values to achieve
a sensilivily of 0.1 V/nA.

Solution. We have kR = 0.1/10-9 = 100 MQ. a fairly large value. Slart oul with
R = I MQ and then mulliply il by 100 to meet the specifications. Thus, I + R,/ R, +
R,/106 = 100. Since we have one equalion bUI two unknowns, fix one unknown;
Ii" example, let R, = I kQ. Then, imposing I + R,/IO' + R,/IO" = IlMJ yields
R, ~ 99 H2 (use HMI kQ. the closesl standard). If desired, R, can be made variable for
the exacl adjustment of kR.

apply Ihe techniques of Section 1.7 and write

T = __a~'~d_~

'd + R +'"
R·_'dll(R+,,,)
,- I +T

I
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Floating-Load Converters

where vL is the voltage developed by the output load in response to i0, and Ro is the
converter's output resistance as seen by the load. For true V-I conversion, io must
be independent of vL; that is, we must have

Since it outputs a current, the circuit needs a load in order to work; leaving the
output port open would result in circuit malfunction as i0 would have no path in
which to flow. The voltage colllpliance is the range of permissible values of vL for
which the circuit still works properly, before the onset of any saturation effects on
the part of the op amp.

Ifboth termioals of the load are uncommitted, the load is said to be ofthejloaring
type. Frequently, however, one of the terminals is already committed to ground or to
another potential. The load is then said 10 be of the grounded type, and the current
from the converter must be fed to the uncommitted terminal.
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swing to the voltage 1'0 = -vL. Apart from the polarity reversal, the current is the
same as in Eq. (2.6); however, the voltage compliance is now VOL < VL < VOH.

We observe that Eq. (2.6) holds for both circuits regardless of the polarity of vI.

The arrows of Fig. 2.4 show current direction for vI > 0; making vI < 0 will simply
reverse the direction. The two converters are thus said to be bidirectional.

Of special importance is the case in which the load is a capacitor, so that the
circuit is the familiar integrator. If vI is kept constant, the circuit will force a constant
current through the capacitor, causing it to charge or discharge, depending on the
polarity of vI, at a constant rate. This forms the basis of waveform generators such
as sawtooth and triangular waveforms generators, V-F and F-V converters, and dual­
ramp A-D converters.

A drawback of the converter of Fig. 2.4b is that i0 must come from the source
vI itself, whereas in Fig. 2.40 the source sees a virtually infinite input resistance.
This advaOlage, however, is offset by a more restricted voltage compliance. The
maximum current either circuit can deliver to the load depends on the op amp. For
the 741, this is typically 25 mAo If larger currents are required, one can either use a
power op amp or a low-power op amp with an output current booster.
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Figure 2.4 shows two basic implementations, both of which use the load itself as the
feedback element; if one of the load terminals were already committed, it would of
course not he possihle to usc the load as the feedhack element.

In Ihe circuit of Fig. 2.4alhe op amp OUlputs whatever current i0 it takes to make
..... the inverting-input voltage follow VI, or to make Rio = VI. Solving for io yields

. I
'O = lil'l (2.6)

This expression holds regardless of the type of load: it can be linear, as for a re­
sistive transducer; it can be nonlinear, as for a diode; it can have time-dependent
characteristics, as for a capacitor. No matter what the load, the op amp will force it
to carry Ihe current of Eq. (2.6), which depends on the control voltage vI and the
current-setting resistance R, but not on the load voltage I' L. To achieve this goal, the
op amp must swing its OUlput to the value \'0 = 1'1 + VL, something it will readily
do as long as VOl. < \'0 < VOH. ConsequeOlly, the voltage compliance of the circuit
is (VOl - 1'1) < I'L < (VOII - VI).

In Ihe circuit of Fig. 2.4b the op amp keeps its inverting input at 0 V. Con­
sequently, its output terminal must draw the current io = (VI - 0)/R, and it must

EXAMPI,E 1.J. Let both circuits of Fig. 2.4 have 1'1 =5 V, R = 10 kO, ±V.., = ±13 V,
and a resistive load RL • For both circuits find (a) i o ; (b) the voltage compliance; (c) the
maximum permissible value of RI••

Solution•

(a) i 0 =5/ I0 = 0.5 rnA, flowing from right to left in the circuit of Fig. 2.4a and from
left 10 righl in that of Fig. 2.4b.

(b) Forthe circuit of Fig. 2.4a, -18 V < VL < 8 V; forthe circuit of Fig. 2.4b, -13 V <
VL < 13 V.

(c) With a purely resistive load, VL will always be positive. For the circuit of Fig. 2.4a,
RL < 8/0.5 = 16 kO; forthe circuit of Fig. 2.4b, RL < 13/0.5 = 26 kO.

Practical Op Amp Limitations

We now wish to investigate the effect of using a practical op amp. After the op amp
is replaced with its practical model, the circuit of Fig. 2.4a becomes as in Fig. 2.5.
Summing voltages, we get VI - I'D + VL + roio - aVD = O. Summing currents,

(0)

FIGURE 1.4
Floating-load V-I converters.

(h)

FtGURE 1.5
Investigating the effect of using a
practical op amp.
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+15 v
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EXAMPLE 2.4. Using a 741 op amp powered from ±15-V regulated supplies, design
a I-rnA de source having a 10-V voltage compliance.

Solution. Letting 1'1 = +t5 V, we obtain, from Eq. (2.10), R, = 15/1 = 15 kn. By
Eq. (2.11), we want 10 == 13 X RI/(R, + R,),lhal is. R, = O.3R,. Pick R, = R3 =
15.0 kn (1%), and R, = R. = 0.3 x 15 = 4.5 kn (use 4.42 kn, 1%). The circuit is
shown in Fig. 2.8. along with its Norton equivalent

FIGURE 2.7

Using a negative resistance to control R I ,.

Ro>

When this condition is met, the output becomes independent of vL;

. I
'V = -1'/ (2.10)

RI

Clearly, the gain of the converter is I I RI. For 1'/ > 0 Ihe circuit will source
current to the load, and for 1'/ < 0 it will sink current. Since VL = voR3/(R3 +
R4) = voRt/(RI + Rz), the voltage compliance is, assuming symmetric output
saturation,

Rt
IVLI::: RI + Rz V.., (2.11)

Forthe purpose ofextending the compliance it is Ihusdesirahle to keep R2 sufficiently
smaller than RI (e.g., R2 ;= 0.1 Rr).

If a fixed source or sink is needed, 1'/ can be obtained from one of the dc supply
vollages, in the manner of the offselling amplifier of Example 1.5.

I
(2.8)

(2.9)

(2.7)

+
I't.Ro>

Ro = (R II r,,)( I + a) + ro

",

RZ
Ro = -::--:-.:::---=-::-:-::­

Rzi RI - R41 R3

As we know, for true current-source behavior we must have Ro = 00. To achieve
this condition, the four resistances must form a balanced bridge:

When one of its terminals is already commilled, the load can no longer be placed
within the feedback loop of the op amp. Figure 2.611 shows a converter suitable for
grounded loads. Referred to as Ihe Howlllntl currelll pump after ils inventor,thecircuil
consists of an input source \'/ with series resislance Rio and a negative-resistance
converler synlhesizing a grounded resistance of value - RzR31 R4. The circuit seen
by Ihe load admits the Norton equivalent of Fig. 2.6b, whose i-v characteristic is
given by Eq. (2.5a). We wish to find the overall outpul resistance Ro seen by the
load.

To Ihis end, we firsl perform a source lransl<mnalion on the input source 1'/ and
ils resistance RI' and then we connect the negative resistance in parallel, as depicted
in Fig. 2.7. We have I/Ro = I/RI + 1/(-RzR3IR4). Expanding and rearranging,
we get

A = I a - Rlr"
R I +a + rol R + rol r"

II is apparent Ihat as II ---+ 00, we gel the ideal resulls A ---+ II Rand Ro ---+ 00.

However, for a finile gain a, A will exhibit some error, and Ro, though large, will
not be infinite, indicating a weak dependence of io on VL. Similar considerations
hold for Ihe circuit of Fig. 2Ab.

Grounded-Load Converters

;() -I I'01 r,1 - (1'1 - I' /»)1 R = n. Eliminating I' /) and rearranging, we can pUI i ()
in Ihe form of Eq. (2.5a) withCIIAl'lEK 2

Circuits with
Resistive
Feedback

(tI) lb) to) (b)

FIGURt; 2.6

Howland current pump and its Norton equivalent.
FII;IIRE 2.8

A I-rnA soorce and ils Norton equivalenl.

..'
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EXAMPLE 2.6. In the circuit of Example 2.4 spedfy a suitable trimmer/resistor re­
placement for RJ 10 allow bridge balancing in the case of I% resistances.

Solution, Since 41'R, = 4 x (WI x 15.0 = 0.6 kQ, Ihe series resistance R, must
be smaller tban 15.0 kQ by at leasl 0.6 kQ, or R, S 15 - 0.6 = 14.4 kQ. To be on
Ibe safe side, leI R, = 14.0 kQ (1%). Tben R",. = 2( 15 - 14) = 2 kQ. Summarizing.
Rplll = 2 kf2, R\ = 14.0 kf2 (1%), and all other resistors remain the same.

where we have exploilCd Ihefactlhal for p « I we can approximate II (I + p) =' I - I'
and we can ignore terms in 1''',11 ::: 2. Comparison with Eq. (2.12) indicf.ltes that we can
write

(a) For 1% resistanccs we have 1(llIIa~ ~ 4 x 0.01 = 0.04, indicating a resistance
ratio mismatch as large as 4%. Thus.IR"lm;" = R,/IEI",,, =' 15.0/n.04 = 375 Hl,
indicating lhat with 1% rcsistant:es we can expect Rfl to be anywhere in lhe range
IR"I ~ 375 kQ.

(b) Improving lhe tolerance by an order of magnitude increases IRolmill by the sf.lmc
amoun!, so IR"I ~ 3.75 MQ.

(e) For IR"I",;" = 50 MQ. we need 1<1",., = R,/IR"I",;" = (15 x In·I )/(50 x In") =
3 x 10- 4 Then I' S 1<1",,,,/4 = 3 x 10-'/4 = O.()(J75%, implying highly predse
resistors!

An alternative to highly precise resistors is to make provision for resislance
trimming. However, a good designer will strive 10 avoid Irimmers whenever possible
because they are mechanically and thermally unstable, they have finite resolution. and
they are bulkier than ordinary resistors. Moreover. the calibration procedure increases
production eosls. Tbere are. nonetheless. situations in which, after a careful analysis
of cosl, complexity, and olher pertinent faclors, trimming slill provcs preferable.

Figure 2.9 shows a selup for the calibration of Ihe Howland circuit. The inpul
is grounded, and the load is replaced by a sensitive ammeter initially connected
to ground. In this state the ammeier reading should be zero; however, because of
op amp nonidealilies such as the input bias currenl and the inpul offset voltage. to
he discussed in Chapler 5, the reading will generally be nonzern, albeit small. To
calibrate the circuit for Ro = 00, we /lip the ammeter 10 some otber vohage, such
as 5 V. and we adjust the wiper for the same ammeler reading as when Ihe ammeter
is connected to ground.

I

f
I
f
I

(2.12)

(2.13)

R'll -1')
~~_.. ----

R,<I+/,)
R,(1 +1')

- .0_. _

R,( I - 1')

Rearranging, we get

t;XAl\II'I.E 2.S. (el) Discuss the implications of using 1% resistances in the circuit of
Ex;mlple 2.4. (b) Repeat for 0.1 % resistances. (c) Find the resistant:e tolerance needed
For IR"I ~ 50 MQ.

"-
Substiluting in Eq. (2.8) and simplifying, we oblain

RI
R(}=~

E

As expected, Ihe smaller tbe imbalance. the larger Ro . In Ihe limil of perfect balance,
or as E --> 0, we would of course have Ro --> 00. We observe Ihal E and therefore Ro
can be eilher positive or negalive, depending on the direction in which the bridge is
unbalanced. By Eq. (2.5a). - 1/ Ro represenls Ihe slope of the i 0 versus vt cbarac­
leristic. Consequenlly, Ro = 00 implies a perfectly horizontal characteristic. Ro > 0
implies a tilt loward the right, and Ro < 0 implies a till toward the left.

II is apparenl tbat as long as the circuit is terminaled on some finile load Rt < 00,

we have fJN > fJP. indicaling Ihat negative feedback will prevail. thus resulling in a
stable circuit.

EtTect of Resistance Mismatches

Solution. The worst-case bridge imhalance occurs when, for instance. the ratio R!./ RI

is IlJ:lximilCd ,lnd R~/ Rl is minimized. th'll is, when R!. and R\ inc maximized and
HI .lIld R.l ;.lrC minimized. Denoting the pcrcenta~c tolerance of the rc~istanccs as p so
Ihat, for instance, for 1% rcsistances wc have () = 0.0 I, we observe that to achieve the
halanced condition of E4. (2.9),lhc minimilcd resistances lIlust be lIlultiplied tty 1+p,
and the maximized ones by I - p, thus giving

In a praclical circuit Ihe resislive bridge is likely to be unbalanced because of resis­
tance tolerances. This will incvilably degrade Ro , which should be infinite for true
current-source bebavior. II is therefore of interest III estimale the worst-case value
of Ro for given resistance-lOlerance specifications.

An unbalanced bridge implies unequal resislance ralios in Eq. (2.9), a condilion
thai we call express in terms of the imhllllltlCl'fador f as

We observe tbal Ibe Howland circuit includes bolh a lIeglllil'e and a pOsilil'e
feedback palh. According tll Eq. (1.76), wc can cxprcss the corresponding feedback
factllrs as fJN = R.1/(R.j + R4) and fJ/' = (RI//RI.l/l(RI//RiJ + R2J. where Rt
denoles Ihe Illad. By Eq. (2.9),lhese can be put in Ihe form
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Howland circuit calihralion.
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SECTION 2.3

Current Amplifiers

(2.16b)

Current-mode amplifiers are used in applications in which information is more con­
veniently represented in terms of current than in terms of voltage. for example. in
two-wire remote sensing instrumentation. photodetector output conditioning. and
V-F converter input conditioning.3

Figure 2.11 shows a current amplifier with a floating load. Assume first that
the op amp is ideal. By KCL. io is the sum of the currents through RI and R2. or

Even though op amps are voltage amplifiers. they can also be configured for current
amplification, The transfercharacleristic ofa practical current amplifier is ofthe type

I
io = Ail - -1'1. (2.16a)

Ro

where A is the gain in amperes per ampere. "I. is the outpulload voltage. and Ro is
the output resistance as seen by the load. To make io independent of I'L. a current
amplifier must have

2.3
CURRENT AMPLIFIERS

I'HaIRE 2.111

Improved Howland circuit.

the load still sees Ro = 00. but the transfer characteristic is now

. R21RI
'0 = --VI (2.15b)

R28

Aside from the gain term R21 RI. the sensitivity is now set by R28. indicating that
R28 can be made as small as needed while the remaining resistances are kept high
in order to conserve power. For instance. letting R28 = I kQ. RI = RJ = R4 =
100 kQ. and R2A = 100 - I = 99 kQ. we still get io = I rnA with VI = I V.
However. even with vL = 10 V. very little power is now wasted in the large lOO-kQ
resistances. The voltage compliance is approximately IVLI :'0 lV'ati - R281iol. By
Eq. (2.15b).this can be written as I"LI :'0 JVsatl- (R2IRt)ll'/l.

Since Howland circuits employ both positive and negative feedback. they may
become oscillatory under certain conditions.2Two small capacitors (typically on the
order of 10 pF) in parallel with R4 and R I are usually adequate to make negutive feed­
back prevail over positive feedback at high frequencies and thus stabilize the circuit.

(2.14)

(2.15a)

Depending on circuit conditions. the Howland circuit can be unnecessarily wasteful
of power. As an example. let 1'1 = I V. RI = R, = I kQ. and R2 = R4 = IlX) Q.
and suppose the load is such that I'L = 10 V. By Eq. (2.10). i() = I mAo Note.
however. that the current through RI toward the left is il = (VI. - I'/)/RI =
(10-- 1)11 = 'I mAo indicating that the op amp will have to waste 9 rnA through RI
to deliver only I mA to the load under the given conditions. This ineflicient use of
power can be avoided with the modification of Fig. 2.10. in which the resist~nce R2
has been split into two parts. R2A and R28. such that the balanced condttton tS now

R4 R2A + R2H
RJ =--R-I-

It is left as an exercise (see Problem 2.12) to prove that when this cundition is met.

The PSpice silllulation gives a voitageofOAI20at node I.so Ro = 0.4120/10-' =
412 MO. which is close enough to the predicted value.

Effect of Finite Open-Loop Gain

rinding Ro for the Howland circuit:

RI 0 1 15k ;bottom left resistance

R2 1 3 3k 1bottom right resistande

R3 0 :2 15k ltop left resistance

R4 2 3 311: 1top right resistance

X 1 2 3 OA ,activates the op aJIP

!test 0 1 InA ;applies a l-nA test current

•end

Improved Howland Current Pump

.:XAMPLE 2.7. Find the output resistance of the I-rnA source of Example 2.4. Coofirrn
your results using PSpice.

Solution. Ro = (t5I1J) x 101(t +200 x 1t}1/(1 +31'5») = 417MO. Using the
subcircuit OA discussed at the end of Section 1.2. we write the following circuit file:

IThis expression could huve been obtained also via Eq. (1.71 )·1 A finite open-loop
gain leaves the sensitivilY II RI unchanged; however. it decreases Ro from 00 to the
value given in Eq. (2.14).

We now investigate the effect of a finite open-loop gain on the transfer characteristic
of the Howland circuit. To evidence the effect of the op amp alone. we assume the
resistances to form a perfectly balanced bridge. With reference to Fig. 2.6a. we
have. by KCL. io = ("1 - I'dl RI + (1'0 - "Lli R2. The circuit can be viewed as a
noninverting amplilier lhut amplifies I'L to yield I'u = I'La/l I + aR3/(RJ + R4)J.
Using Eq. (2.9l.this can be wrillen as 1'0 = I'La/ll +aRI/(RI + R2l]. Eliminating
I' () and rearranging yields i () = (II Rill' I - (II Ro lv I.• where

( II/d'/I.I< 2
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(2.2Ib)

(2.22b)

(2.22a)

(2.20b)

(2.20a)

>-......-0 '0

(b)

R,R,

la,

R,

VOM
VI = VCM - -2-

vOM
1'2 = vCM +--

2
This allows us to redraw the circuit in the form of Fig. 2.13b. We can now concisely
define a true difference amplifier as a circuit that responds only to the differential­
mode component "OM, completely ignoring the common-mode component "CM. In
particular, if we tie the inputs together to make VOM = 0, and we apply a common
voltage VCM # 0, a true difference amplifier will yield 1'0 = 0 regardless of the
magnitude and polarity of vCM. Conversely, this can serve as a test for finding how

FIGURE 2.13

(a) Difference amplifier. (b) Expressing Ihe inputs in lerms ot lhe common-mode and
differenlial-mode components VCM and VOM.

2.4
DIFFERENCE AMPLIFIERS

R2
va = -(1'2 - VI)

Rt
The unique characteristics of the difference ampli fier are beller appreciated if we

introduce the differential-mode and the common-mode input components, defined as

VOM = 1'2 - VI (2.2Ia)

Vt + 1'2
vCM= --2-

Inverting these equations, we can express the actual inputs in terms of the newly
defined components:

The difference amplifier was introduced in Section lA, hut since it forms the basis
of other important circuits, such as instrumentation and bridge amplifiers, we now
wish to analyze it in greater detail. Referring to Fig. 2.l3a, we recall that as long as
the resistances satisfy the balanced-bridge condition

R4 R2

R3 =~
the circuit is a true difference amplifier, that is, its output is linearly proportional to
the difference of its inputs,

R,

L R"

R,

Ro
A = 1+-" (2.17)

RI

This holds regardless of vL, indicating that the circuit yields Ro = 00. If the op amp
has a finite gain tI, one can prove (see Problem 2.20) that

A = I + R21RI Ro = RI(I +a) (2.18)
1+ Iia

indicating a gain error as well as a finite output resistance. One can readily verify
that the volta!!" cumpliance is -(VOH + R2itl :5 VL :5 -(VOL + R2i/).

Figure 2 12 shows a grounded-load current amplifier. Because of the virtual
short, the voltage across the input source is vL, so the current entering R2 from the left
is is -1'ljR.,. The op amp output is then 1'0'\ ="L - R2(iS - ,'LIR.,). By KCLand
Ohm's law,io = ("0,1 - vLlI RI· Eliminating ",),1 givesio = Ais - (II Ro)"L, where

R2 RI
A=-~ R"=-R2R, (2.19)

The negative gain indicates that the actual direction of i 0 is opposite to that
shown. Consequenlly, sourcing current to (or sinking current from) the circuit will
cause it to sink current from (or source current to) the load. If RI = R2, then
A = -I AIA and the circuit functions as a ('IIrrellI reverser, or current mirror.

We observe that Ro is negative, something we could have anticipated by compar­
ing our amplifier with the negative-resistance converter of Fig. 1.20b. The faelthdl
Ro is linite indicates that i () is not independent of., I.. To avoid this shortcoming, the
circuit is used primarily in conncction wilh loads ufthe virtual-ground type (1'1. = 01.
as in cenain tvpe. nf rurrent-to-frequenry conveners and logarithmic amplifiers.

.'J(;LJN:E 2.11

Floating-load current amplifier.

t'/1;UR.: 2.12

Grnllnfl('(I-load current amplifier.
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(fJ) By Ihe superposition prinl..'iplc. 1'(J = A~I'~ - AII'I. where A2 = (I + R2/R 1)/

II + R,/R,) = 11 + '18/111)/1\ + 9.9/1(3) = 9.853 VIV., and A, = R,/R I =
98/10 =9.8 VIY. Thus. for (",. ",1 = (-0.1 V. +0.1 V) we obtain 1'0 = 9.853
(0.1) - 9.81-0.1) = 1.%5 V. Likewise. fnr (",. "'1 = 14.9 V, 5.\ V) we get
1'0 = 2.2:\11 V. and lor I,·,.,·,) = ('1.9 V. 10.1 Vj we get v() = 2.495 V. As a
consequence of mismatched resistors, nol only do we have Va 'I 2 V. but Va also
changes with the common-mode component. Clearly the circuit is no longer a lrue
difference amplifier.
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t'IGURI: 2.14
Differential-mode and common-mode input resistances.

(2.25)

(2.24c)

(2.24h)

(2.24a)V(} = Adm"OM + AcmVCM

At =~2(1_~-t:.2R2:)
llll /(1 R, + Rz 2

Rz
Acm = ---f

RI + Rz

As expected, Eq. (2.24a) states that with an unbalanced bridge. the circuit responds
not only to vOM but also to VCM. For obvious reasons Adm and Acm are called,
respectively. the differelllii/i-modl' gi/ill and the co/mIlO/I-mode gaill. Only in the
limit f -> 0 do we obtain the ideal results Adm = Rz/RI and Acm = n.

The ratio Adm/ Aem represents a figure of merit of the circuit and is called the
commoll-mode rejectioll ralio ICMRR). Its value is expressed in decibels (dB) as

I
AdmlCMRRdB = 20 log 10 -
Acm

For a true difference amplifier. Acm -> 0 and thusCMRRdB -> 00. For a sufficiently
small imbalance factor f. the second term within parentheses in Eq. (2.24b) can be ig­
noredincomparison with unity. and we can write Adm/Acm ;;, (R2/ RI )/[RZf/(RI +

The effect of bridge imbalance can be investigated more systematically by in­
troducing the imba/allce faclor f. in the manner of the Howland circuit of Section
2.2. With reference to Fig. 2.15 we conveniently assume that three of the resistances
possess their nominal values while the fourth is expressed as Rz(\ - f) to account
for the imbalance. Applying the superposition principle,

R2(1- f) ( "OM) RI + R2(l- f) Rz ( VOM)
\'0 = "eM - -- + x--- "eM +--

RI 2 R, RI + R2 2

Multiplying out and collecting terms, we can put I'(} in the insightful form

(2.23)

Ih)la)

close a practical difference amplifier is to ideal. The smaller the output variation due
to a given variation of VCM is. the closer the amplifier is to ideal.

The decomposition of 1'1 and 1'2 into the components vOM and vCM not only
is a mailer of malhematical convenience but also reflects a situation quite common
in practice. lhat of a low-level dilTerential signal riding on a high common-mooe
signal, as in the case of transducer signals. The useful signal is the differential one;
extracting it from the high common-mode environment and then amplifying it can
hc a challcnging task. Dilfercnce-type umpliliers ure the natural c,mdidutes to meet
Ihis challenge.

Figure 2.14 illustrates the differentia/-mode and coli/mOil-mode illpul resis­
IWlce.l'. It is reudily seen (see Problem 2.26) that

A difference umplifier will be insensitive to "CM only us long as the op amp is ideal
and the resistors satisfy the balanced-bridge condition of Eq. (2.20a). The effect of
op amp nonidealities will be investigated in Chapters 5 and.6; here we shall assum.e
ideal op amps and explore only the effect of resistance mismatches. In general. It
can be said that if the bridge is unbalanced. the circuit will respond not only to VOM

but also to VCM·

I:XAMPU: 2.K. In the circuit of Fig. 2.130 let R I = R, = 10 kQ and R, = R., =
IIMI kQ. (0) Assuming perfectly matched resistors. lind I' a for each of Ihe following input
voltage pairs: (1',. ",) = (-0. t V. +0.1 V). (4.9 V. 5.1 V). (9.9 V. 10.1 V). (b) Repeat
(1I) with the resistors mism"tched as follows: R, = 10 kQ. R, = 98 kQ. RJ = 9.9 kQ.
and R4 = lin kQ. Comment.

Solution.

(1I) 1'0 = (IIMI/IO)(1'2 - "d = 101", - 1',). Since ", - v, = 0.2 V in each of the three
cases, we get \'0 = 10 x 0.2 = 2 V regardless of the common-mode component,
whkh is. in order. i'CM = () V. 5 V. and 10 V for the three input voltage pairs.

>-<1>-0 1'0

"'HaIRE 2.15

Investigating the elTel" of resistance mis­
matches.
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~ jl+Rz/RIICMRR~B = 20 log 10 f (2.26)

The reason for using Ihe ahsolule value is Ihal, can he posilive 01' negalive,de(lCnding
on the direelion of the imbalance. Note thalli)r a given f. Ihe larger Ihe differenlial
gain Rz/RI. the higher Ihe CMRR of Ihe circuit

t-:x HlI'U: 2.'. In Fig. 2.1.1" lei H, =HI = III kQ an~ R, =R, = 1110 kQ.
(0) Uiscuss (hc illlplicali()n~ of lIsing I t;'c. resislors. (/J) lIIuslmlc the case in which the
inpuls are tie~ together an~ are ~riven by a common Ill-V source. (d Estimale !he
resistance tolerance needed for a guaranleed CMRR of 80 dB.

Solution.

(a) Proceeding along lines similar to (hose in Example 2.5, we can write Ie-Ima.'!. ;:; 4p,
where p is Ihe pereenlage tolerance. Wilh p = 1% =0.0 I. we gel If I",.. ;;: O.ll4. The
worsl-case scenario correspnn~sto Ao",o",,,, ;;: (I 110/1 0llI -(210/110) x OJl4/2] =
9.62 VIV ¥ III VIV, an~ A,,,,,,,,,,, ;;: I IIH)/IIO) x O.ll4 = 0.0364 ¥ O. Thus,
CMRR""" = 211log,oI9.62/11.(364) = 4NA ~B.

(b) With l'I>M = 0 and l'eM ::; 10 V, the oUlput error can be as large as v() = AlomlmalJ X
I'CM =0.0364 x 10 =11.364 V ¥ O.

Ie) To achie"," a higher CMRR, we nee~ 10 fUriher ~ecrease f. By Eq. 12.26), 80 ;;:
211 log/llltI t- Ill)/lfl"""I, or 1<1",,, = 1.1 x IW.I. Then p = Ifl",,,/4 =tl.0275%.

II is apparent Ihal for high CMRRs Ihe resislors must be very lightly malched.
The INA 105 (Burr-BmWlh is a geneml-purpose monolilhic difference amplifier
with lilur identical resislors Ihat arc malched wilhin O.IK)2%. In Ihal case, ElJ. (2.26)
yields CMRR~1l = I (K) dB.

The CMRR of a practical amplifier can he maximized by adjusting one of its
resislors.usually R4. This is shown in Fig. 2.16. The seleclion of the series resislance
R., and RI», follows Ihe lines of Ihe /lowland l'ircuil of Example 2.6. Calihralion is
done wilh Ihe inpuls lied logethertoeliminate I'DM and evidence only VCM. The latler
is Ihen !lipped hack and fonh between Iwo predelermined values. such as -5 V and
+5 V, and Ihe wiper is adjusted for a minimum variation allhe output. To preserve
bridge balance wilh lemperalure and aging, il is advisable 10 use a metal-film resistor
array.

So far we have assumed ideal op amps. When studying their praclicallimitalions
in Chapler 5, we shall see thai op amps are Ihemselves sensilive 10 "eM. so the

+5 V

-5 V

H,

t-'l(aJRE 2.16

Diflcrcm:c-'lllipliticr l'alihrali{)llo

v,

>-+---.....-<:> I'll

I',

FIGURE 2.t7
Difference amplifier wilh variable gain.

CMRR of a practical difference amplifier is aClually the resull of Iwo effects: bridge
imbalance and op amp nonideality. The two effects are interrelated so that it is
possible to unbalance the bridge in such a way as to approximately cancel out the
effect of the op amp. Indeed. this is whal we do when we seek the minimum oulput
varialion during the calibralion routine.

Variable Gain

Equalion (2.20b) might leave the impression Ihat gain can be varied by varying just
one resistor. say. R2. Since we must also satisfy Eq. (2.20a), two resistors ralher Ihan
one would have 10 be varied. and in such a way as to maintain a very tight malching.
This awkward task is avoided with the modification of Fig. 2.17. which makes it
possible 10 vary the gain wilhoul disturbing bridge balance. It is len as an exercise
(see Problem 2.27) 10 prove Ihat iflhe various resistances are in the ratios shown.lhen

2R2 ( R2)Vo=- 1+- (l'2-VI) (2.27)
R, RG

so that gain can be varied by varying the single resistor RG'
It is onen desirable Ihat gain vary linearly with the adjusling potenliomeler to

facilitate gain readings from potentiometer seltings. Unfonunalely. Ihe circuit of

v,
>----....-0 1.0

FIGURE 2.18

Difference amplifier with linear gain conlrol.
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(2.30)

(2.3Ib)

(2.3la)

In Fig. 2.20 OAt and OA2 form what is often referred to as the inputorjirststage, and
OA3 forms the output or second stage. By the input voltage constraint, the voltage
across RG is VI - V2. By the input current constraint, the resistances denoted R)
carry the same current as RG. Applying Ohm's law yields Val - V02 = (R3 +
RG + R3)(VI - V2)/ RG' or

VOI-V02 = (I + ~~) (VI-V2)

Forobvious reasons the input stage is also referred to as adifference-input, difference­
output amplifier. Next, we observe that OA3 is a difference amplifier, and thus

R2
va = -(V02 - val)

RI

Combining the last two equations gives

va = A(V2 - VI)

A = AI x All = (I +2:~) x G~)

2.5
INSTRUMENTATION AMPLIFIERS

liiple-Op-Amp lAs

An instrumentation amplifier (IA) is a difference amplifier meeting the following
specifications: (a) extremely high (ideally infinite) common-mode and differential­
mode input impedances; (b) very low (ideally zero) output impedance; (c) accurate
and stable gain, typically in the range of I VN to 103 VN; and (d) extremely high
common-mode rejection ratio. The IA is used to accurately amplify a low-level signal
in the presence of a large common-mode component, such as a transducer output in
process control and biomedicine. For this reason, lAs find widespread application
in test and measurement instrumentation-hence the name.

With proper trimming, the difference amplifier of Fig. 2.13 can be made to meet
the last three specifications satisfactorily. However, by Eq. (2.23), it fails to meet
the first specification because both its differential-mode and its common-mode input
resistances are finite; consequently, it will generally load down the circuit supplying
the voltages VI and V2, not to mention the ensuing degradation in the CMRR. These
drawbacks are eliminated by preceding it with two high-input-impedance buffers.
The result is a classic circuit known as the triple-op-amp IA.

The price we are paying in increased circuit complexity and wiring is certainly wortb
the benefits derived from the elimination of the vg term.

difference-type amplifier and using an additional wire for direct access to the input
signal common, in the manner shown in Fig. 2.19b. By inspection, we now have

R2
VO = --Vj

RI

(2.28)

(h)(tI)

ji+ ...

+ V, _
···W···+----<>--+

Nj N"

In practical installations source and amplifier are often far apart and share the com­
mon ground bus with a variety of other circuits. Far from being a perfect conductor,
the ground bus has a small distributed resistance, inductance, and capacitance and
thus behaves as a distributed impedance. Under the effect of the various currents
flowing on the bus, this impedance will develop a small voltage drop, causing differ­
ent points on the bus to be at slightly different potentials. In Fig. 2.19, Zg denotes the
ground-bus impedance between the input signal common Ni and the output signal
common No, and Vg is the corresponding voltage drop. Ideally, vg should have no
effect on circuit performance.

Consider the arrangement of Fig. 2.1 9a, where Vi is to be amplified by an
ordinary inverting amplifier. Unfortunately, the amplifier sees Vi and vg in series, so

R2
VO = --(Vi + vg ) (2.29)

RI

The presence of the Vg term, generally referred to as ground-loop inteiference or also
cross-talkforcommon return impedance, may degrade the quality ofthe output signal
appreciably, especially if Vi happens to be a low-level signal of magnitude compa­
rable to Vg, as is often the case with transducer signals in industrial environments.

We can get rid of the Vg term by regarding V; as a differential signal and vg

as a common-mode signal. Doing so requires changing the original amplifier to a

FIGURE 2.19

Using a difference amplifier to eliminate ground·loop interference.

Fig. 2.17 exhibits a nonlinear relationship between gain and RG. This drawback is
avoided by using an additional op amp, as in Fig. 2.18. As long as the closed-loop
output resistance of OA2 is negligible, bridge balance will be unaffected. Moreover,
since OA2 provides phase reversal, the feedback signal must now be applied to the
noninverting input of OA I. One can readily prove (see Problem 2.28) that

R2 RG
va = --(V2 - VI)

RI R3
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+

OP-27

R,
lOOkO

v,

v,

>----+--0 Vo

v,

FIGURE 2.20
Triple-op-amp inslrumentalion amplifier.
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indicating that the overall gain A is the product of the first- and second-stage gains
AI and AI/.

The gain depends on external resistance ratios, so it can be made quite accurate
and stable by using resistors of suitable quality. Since OA I and1'>A2 are operated
in the noninverting configuration, their closed-loop input resistances are extremely
high. Likewise, the closed-loop output resistance of OA3 is quite low. Finally, the
CMRR can be maximized by proper trimming ofone of the second-stage resistances.
We conclude that the circuit meets all the IA requisites listed earlier.

Equation (2.31 b) points the way to go if variable gain is desired. To avoid
perturbing bridge balance, we leave the second stage undisturbed and we vary gain
by varying the single resistance RG. If linear gain control is desired, we can use an
arrangement of the type of Fig. 2.18.

FIGURE 2.21
IA of Example 2.10.

The triple-op-amp IA configuration is available in IC form from various manu­
facturers. Familiar examples are the AD522 (Analog Devices) and INAIOI (Burr­
Brown). These devices contain all components except for RG' which is supplied
externally by the user to set the gain, usually from I VIV. to 103 VIV. Figure 2.22
shows a frequently used circuit symbol for the lA, along with its interconnection
for remote sensing. In this arrangement, the sense and reference vollages are sensed
right at the load terminals, so the effect of any signal losses in the long wires is
eliminated by including these losses within the feedback loop. The accessibility to
these terminals affords additional flexibility, such as the inclusion of an output power

FtGURE 2.22

Slandard IA symbol and connection for remote sensing.

EXAMPLE 2.10. (u) Design an IA whose gain can be varied over lhe range I VIV. ::;
A ::; 103 VIV by means ofa loo-kQ pol. (b) Make provisions for a trimmer to optimize
ils CMRR. (c) Outline a procedure for calibrating the trimmer.

SolutIon.

(0) Conneclthe Ioo-kQ pot as a variable resislor, and use a series resislance R.lo prevenl
Rr; from going 10 zero. Since A, > I VIV., we require All < I VIV. in orderto allow
A togo alilhe way down 10 I VIV.. Arbilrarily impose All = R,/ R, =0.5 VIV., and
use R, = HXl kQ and R, = 49.9 kQ. both I%. By Eq. (2.3 Ib), AI must be variable
from 2 VIV 10 2000 VIV. Atlhese exlremes we have 2 = I + 2R3/(R. + 100 kn)
and 2000 = I + 2R]/(R. + 0). Solving, we oblain R. = 50 Q and R3 = 50 kQ.
Use R. =49.9 Q and R3 =49.9 kQ, bolh 1%.

(b) Following Example 2.6, 4pR, = 4 x 0.01 x 49.9 kQ = 2 kQ. To be on the safe
side, use a 47.5-kQ, I% resistor in series wilh a 5-kQ pol. A suilable op amp is the
OP-27 precision op amp (Analog Devices). The circuit is shown in Fig. 2.21.

(c) To calibrate Ihe circuit, lie the inpuls together and selthe loo-kQ pot for Ihe max­
imum gain (wiper allihe way up). Then, while swilching lhe common inpuls back
and fonh between -5 V and +5 V, adjust the 5-kQ pol for Ihe minimum change at
Ihe oulpul.

v,

v,

Sense

"",,'" ",""Reference

"""
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hooster to drive high-current loads. or the offsetting of the output with respect to
ground potential.

Dual-Op-Amp lAs

:When high-~u~li~y. costlier op amps are used to achieve superior performance, it is of
Interest to mlOlmlze the number of devices in the circuit. Shown in Fig. 2.23 is an IA
that uses only two op amps. OA I is a noninverting amplifier. so V3 = (I +R3/R4)VI.
By the superposition principle, vo = -(R2/ R»V3 + (I + R2/ R»V2' Eliminating
\'3. we can put Vo in the form

R2 R, R, R2

t'J(; URE 2.23

Dual-op-amp instrumentation amplifier.

R2 2R2
A = I + - + - (2.35)

Rt RG
Compared with the triple-op-amp configuration. the dual-op-amp version offers

the obvious advantage of requiring fewer resistors as well as one fewer op amp. The
configuration is .~uited for realization with a dual-op-amp package. such as the op­
227. The tighter matching usually available with dual op amps offers a significant
hoost in performance. A drawback of the dual-op-amp configuration is that it treats

Vo = (I + :~) (V2 - v» (2.34)

Moreover. the circuit enjoys high input resistances and low output resistance. To
maximize the CMRR. one of the resistors. say. R4. should be trimmed. The adjust­
ment of the trimmer proceeds a~ in the triple-op-amp case.

Adding a variable resistance between the inverting inputs of the two op amps
as in Fig. 2.24 makes the gain adjustahle. It can be shown (see Problem 2.38) that
Vo = A(V2 - VI l. where

FIGURE 2.24

Dual-op-amp IA with variable gain.

Monolithic lAs

the inputs asymmetrically because v I has to propagate through OA I before catching
up with V2. Because of this additional delay, the common-mode components of the
two signals will no longer cancel each other out as frequency is increased, leading
to a premature degradation of the CMRR with frequency. Conversely, the triple-op­
amp configuration enjoys a higher degree of symmetry and usually maintains high
CMRR performance over a broader frequency range. The factors limiting the CMRR
here are mismatches in the delays through the first-stage op amps. as well as bridge
imbalance and common-mode limitations of the second-stage op amp.

The need for instrumentation amplification arises so often that it justifies the man­
ufacture of special ICs to perform just this function.s Compared with realizations
built using general-purpose op amps, this approach allows better optimization of the
parameters that are critical to this application, particularly the CMRR, gain linearity,
and noise.

The task of first-stage difference amplification as well as common-mode rejec­
tion is delegated to highly matched transistor pairs. A transistor pair is faster than a
pair of full- fledged op amps and can be made to be less sensitive to common-mode
signals, thus relaxing the need for very tightly matched resistances. Examples ofded­
icated IC lAs are the AD5211524/624/625 and the AMP-O I and AMP-05 (Analog
Devices). _

Figure 2.25 shows a simplified circuit diagram of the AMP-OI. and Fig. 2.26
shows the basic interconnection to make it work with gains ranging from 0.1 VIV
to lif VIV. As shown, the gain is set by the ratio of two user-supplied resistors Rs
and RG as

Rs
A = 20- (2.36)

RG
With this arrangement one can achieve highly stable gains by using a pair of
temperature-tracking resistors. . . .

Referring to Fig. 2.25 and the connection of Fig. 2.26. we can descnbe CircUit
operation as follows. Applying a differential signal between the inputs unbalances

(2.32)

(2.33)

( R2) ( I + R3/R4 )Vo = I + - x V2 - vI
RI 1+ RI/R2

For true difference operation we require I + R3/ R4 = I + R) / R2. or

R3 RI
R4 = R2

When this condition is met, we have
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C,
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: LTC 1043 I
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~~-5V
IOnF

FIGURE 1.17
F1ying-capacitor IA. (Courtesy of Linear Technology.)

5V

I-----~-----,j
I I

Courtesy of Analog Devices.

A popular alternative for achieving high CMRRs is the flying-capacitor technique•
so called because it flips a capacitor back and fonh between source and amplifier. As
exemplified6 in Fig. 2.27. flipping the switches to the left charges C I to the voltage
difference V2 - v), and flipping the switches to the right transfers charge from C I

to C2. Continuous switch clocking causes C2 to charge up until the equilibrium
condition is reached in which the voltage across C2 becomes equal to that across
C I. This voltage is magnified by the noninvening amplifier to give

va = (I + :~) (V2 - VI) (2.37)

To achieve high performance. the circuit shown uses the LTCI043 precision
instrumentation switched-capacitor building block and the LTI 0 13 precision op

TABLE 1.1
Summary of AMP-Ol characteristics

Offset voltage 15 jlV
Offsel voltage drift 0.1 jlV j"C
Noise O.2jlVp-p (0.1 Hlto 10 Hz)
Output drive ± 10 V @ ±50 rnA
Capacitive load stability To I jlF
Gain range 0.1 10 IO.()()()
Linearily 16 bil al G = lOoo VIV
CMRRc!B 140 dB al G = I()()() VIV
Bias current I nA
Output stage thermal shuldown

Flying-Capacitor Techniques

0.1 VIV to

v·

......
OJ

.7.810
Io-

......
vDOl ..... ......

v·

YoIt__• Q. (20:;,)

·In

FIGURE 1.16

Basic AMP·OI connection for gains from
10 V/mV. (Courtesy of Analog Devices.)

v.

FIGURE 1.15

Sim~lified circuit diagram of the AMP-O I low-noise precision IA. (Courtesy of A aI
Devices.) n og

the curre~ts t~rou~h '? I and Q2. A I reacts to this by unbalancing Q I and Q2 in
the opposIte dIrectIOn In order to restore the balanced condt'tl'on v t 't. .. .. N=Vpalsown
l~putS. AI achIeves this ~y applyIng a sUItable drive to the bottom transistor pair
via A~. The amou.nt of d?ve needed depends on the ratio Rs/ RG as well as on the
magmtu~e of the I~put ddference. This drive forms the output of the IA. Table 2.1
summanzes the saltent features of the device.

v.

2 va

Ith
... .v..

"""'"
.v..
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amp. The former includes an on-chip clock generator to operate the switches at a
frequency set by C4. With C4 = 10 nF, this frequency is 500 Hz. The function of
C3 is to provide low-pass filtering to ensure a clean output. Thanks to the f1ying­
capacitor technique, the circuit completely ignores common-mode input signals to
achieve a high CMRR, typically6 in excess of 120 dB at 60 Hz.

2.6
INSTRUMENTATION APPLICATIONS

In this section we examine some issues arising in the application of instrumentational
amplifiers? Additional applications will be discussed in the next section.

Active Guard Drive

In applications such as the monitoring of hazardous industrial conditions, source
and amplifier may be located far apart from each other. To help reduce the effect
of noise pickup as well as ground-loop in,terference. the input signal is transmitted
in double-ended form over a pair of shielded wires and then processed with a dif­
ference amplifier, such as an IA. The advantage of double-ended over single-ended
transmission is that since the two wires tend to pick up identical noise, this noise
will appear as a common-mode component and will thus be rejected by the IA. For
this reason, double-ended transmission is also referred to as balanced transmission.
The purpose of shielding is to help reduce differential-mode noise pickup.

Unfortunately, because of the distributed capacitance of the cable, another prob­
lem arises, namely, CMRR degradation with frequency. To investigate this aspect,
refer to Fig. 2.28, where the source resistances and cable capacitances have been
shown explicitly. Since the differential-mode component has been assumed to be
zero, we expect the output of the IA to be likewise zero. In practice, since the time
constants RslCI and R.,2C2 are likely to be different, any variation in VCM will
produce uneven signal variations downstream of the RC networks, or v I '# v2, thus
resulting in a differential error signal that the IA will then amplify and reproduce at
the output. The effect of RC imbalance is therefore a nonzero output signal in spite
of the absence of any differential-mode component at the source. This represents a
degradation in the CMRR.

>-......-<J Vo

FIGIJRE 2.28
Model of nonzero source resistance and distributed cable
capacitance.

FIGURE 2.29
IA with active guard drive.

The CMRR due to RC imbalance is?

CMRRdB ~ 2010gl0 2 fR CJr drn em

h R - IR - R 21 is the source resistance imbalance, Cern = (CI + C2)/2
were drn - sl s . d d h' Id and
is the common-mode capacitance between each wire and the gr~un e s Ie60 H
f is the frequency of the common-mode inp~t co~pon~nt. For mstance, at . z,
a source resistance imbalance of I kQ in conJuncllon WIth a 100-foot cable havmg
a distributed capacitance of I nF would degrad~ th~ C~RR to 20 10glO! 1/(2Jr60 x
103 x 10-9)] = 68.5 dB, even with an IA havmg mfimte CMR~. . .

The effect of Cern can, to a first approximation, be neutralized by dnvmg the
shield with the common-mode voltage itself so as to reduce the. co.mm~~-mod~
swing across Cern to zero. Figure 2.29 shows a popular way of achlevmg IS goad
By op amp action, the voltages at the top and botto~ nodes ~ RG ar: VI ;n=
V2 Denoting the voltage across R3 as V3, we can wnte VCM - (VI + 2)~ b
(v· + v + v - v3)/2 = (VOl + v02)/2, indicating that VCM can be extract. y
co~put~ng th~ mean of VOl a?d V02. This mean iifound via the two 20-kQ resistors

and is then buffered to the shield by OA4·

Digitally Programmable Gain

In automatic instrumentation, such as data acquisition systems,;~~~ten~~~~~
to ro ram the gain of the IA electronically, usually by means 0 . or .
sw~tc:es The method depicted in Fig. 2.30 programs the first-stage gam AI by.usmg

a stn'ng ~f symmetrically valued resistors, and a string of simultaneously. aCllv~ted
. d' . ain At any given lime,

switch pairs to select the tap pair correspon 109 to a glveEqng (2 '31 b) A can be put
only one switch pair is closed and all others are open. By .' ,I
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24kO

24kU

+15V

f-~'~ tOOkU

1'0

Output-Offsetting

-15 V

By turning the second stage into a Howland circuit. in the manner depicted in
Fig. 2.32, we can configure the triple-op-amp IA for current-output operation. This
type of operation is desirable when transmitting signals over long wires since the
stray wire resistance does not degrade current signals. Combining the results of
Problem 2.9 with Eq. (2.3Ib), we readily obtain

1+ 2R3/RO
io = (V2 - VI) (2.41)

R,

FIGURE 2.31
IA with output offset control.

Current-Output lAs

The two groups of switches of Fig. 2.30 can easily be implemented with CMOS
analog multiplexers/demultiplexers, such as the CD4051 or CD4052. Digitally pro­
grammable lAs, containing all the necessary resistors, analog switches, and TTL­
compatible decoder and switch-driver circuitry, are also available in IC fonn. Consult
the manufacturer catalogs for more information.

There are applications that call for a prescribed amount of offset at the output of
an lA, as whim an IA is fed to a voltage-to-frequency converter, which requires
that its input range be of only one polarity. Since the IA output is usually bipolar,
it must be suitably offset to ensure a unipolar range. In the circuit of Fig. 2.31 the
reference node is driven by voltage VREF. This voltage. in tum. is obtained from
the wiper of a pot and is buffered by iOA4. whose low output resistance prevents
distutbance of the bridge balance. Applying the superposition principle, we obtain
Vo = A(V2 - vtl + (I + R2/ RI) x [RI/(R, + R2)]VREF, or

vo = A(V2 - vtl + VREF (2.40)

where A is given by Eq. (2.3Ib). With the component values shown, VREF is variable
from -10 V to +10 V.

(2.39)

R
: sw :

~:1'"'~ ... .

FIGURE 2.30

Digitally programmable IA.

in the fonn

AI = I + Roulside
Rinside

where R~nsi~ is the sum of the resistances located between the two selected switches
an~ Rouls~de. IS the sum of all remaining resistances. For the case shown, the selected
SWltc~ paIr IS SWIo so Roulside = 2RI and RiDside = 2(R2 + R3 + ... + Rn ) + R

n
+

1
•

S~lectmgSW2glvesRoulside =2(Rl +R2) and RiDside =2(R3+' ··+R )+R I
It IS apparent that changing to a different switch pair increases (Ordecreas:s) R n+ .
at t~e expense of an equal decrease (or increase) in RiDside, thus yielding a diff~~~
resIstance raUo and. hence. a different gain.

. Th~ advanta~e. of Ihis topology is Ihat the current flowing through any closed
~wltch IS Ihe negligIble mput current ofthe corresponding op amp. This is particularly
tmportant whe~ the switches are i.mplemented with PETs because FETs have a
nonzero o~-reslstance and Ih~ ensUl~g voltage drop could degrade the accuracy of
the. IA

h
· Wuh zero current thIS drop IS also zero, in spite of the nonideality of the

SWltc .

h



Current-Input IA
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large to conserve power. When this constraint is imposed, the voltage compliance is
approximately IvLi :': V.al - R21iol = V.al - 21v2 - vii·

FIGURE 2.34
Current-input IA.

Resistive transducers are devices whose resistance varies as a consequence of some
environmental condition, such as temperature (thermistors; resistance temperature
detectors, or RTDs), light (photoresistors), strain (strain gauges), and pressure
(piezoresistive transducers). By making these devices part of a circuit, it is pos­
sible to produce an electric signal that, after suitable conditioning, can be used to
monitor as well as control the physical process affecting the transducer.9 In general
it is desirable that the relationship between the final signal and the original physical
variable be linear, so that the former can directly be calibrated in the physical units

In current-loop instrumentation the need arises for sensing a floating current and
converting it to a voltage. To avoid perturbing the characteristics of the loop, it is
desirable that the circuit downstream appear as a virtual short. An IA can once again
be suitably modified to meet this requirement. In Fig. 2.34 we observe that OA t and
OA2 force the voltages at their input pins to track VCM, thus ensuring 6 V across the
input source. By KVL and Ohm's law, v02 = VCM - R3i I and va I = VCM + R3iI.
But va = (R2/ RI> x (v02 - val). Combining, we get

2R2
va = -~R3il (2.43)

If variable gain is desired, this can be obtained by modifying the difference stage
as in Fig. 2.17 or 2.18. If, on the other hand, the difference stage is modified as in
Fig. 2.32, the circuit becomes a floating-input current amplifier.

I,
,

I
I.

(2.42a)

(2.42b)

FIGURE 2.32

Current-output IA.

FIGURE 2.33

Dual-op-amp IA with current output.

The ~ai~ can be adj~sted via RG, as usual. For efficient operation the Howland stage
ca~ e Improved With the modification of Fig. 2.10. For high CMRR th t I ~
resistance should be trimmed. ' e op e t

. The d~al-0r-am~IA is configured foq:urrent-output operation by the bootstra _
pmg techmque ofFI~. ~.33. It is left as an exercise (see Problem 2.44) to prove t:at
the transfer charactensllc of the circuit is of the type

~to.that i;rs~g.R2 +R3 = RI R5/ R4 yields Ro = 00. If adjustable gain is desired
I IS rea I y 0 tamed by connecting a variable resistance RG between the invertin~
mput PI~S of the t.wo o~ amps, in the manner of Fig. 2.24.

. Be~ldes offenng difference-input operation with high input resistances, the cir­
CUIt enjOys the effiCiency advantages of the improved Howland circuit because R
can be kept as small as needed while all remaining resistances can be made relativel~
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of the laller. Transducers play such an important role in measurement and control
instrumentation that it is worth studying transducer circuits in some detail.

Transducer Rt;Sistance Deviation

where.5 = ~R/R. We observe that VI consists of a fixed term plus a term controlled
by.5 = ~R/ R. It is precisely the lalter that interests us. so we must find a means for
amplifying it while ignoring the former. This is achieved by using a second voltage
divider to synthesize the term
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(2.48)

(2.49)

Bridge Calibration

(a) Denoting the transducer current asi, we have l'RTo = Ri 2. Thus, i2 ::: l'RTocm..J! R =
0.2 x 10-3/100, or i = 1.41 rnA. To be on the safe side, impose i ;;: I rnA. or
R, = 15 kQ. For f',.T = I °C we have.5 = '" x I = 0.00392, and we want
f',.vo = 0.1 V. By Eq. (2.47) we need O.I = AxiS x0.00392/(2+ 15/0.1+0.1/15),
or A = 258.5 VIV.

(b) For f',.T = 100 °C we have.5 = ",f',.T = 0.392. Inserting into Eq. (2.46), we get
vo(lOO 0C) = 9.974 V. Equation (2.47) predicts that vol 100 0C) = 10.0 V, which
exceeds the actual value by 10 - 9.974 = 0.026 V. Since 0.1 V corresponds to I "C,
0.026 V corresponds to 0.026/0.1 =0.26 DC. Therefore, in using the approximated
expression, we cause, at 100°C, an error of about one-quarter of a degree Celsius.

EXAMPLE Z,U. Lellhe tranducer of Fig. 2.35 be the PI RTD of Example 2.11, and let
VREF = 15 V. (a) Specify values for R, and A suitable for achieving an output sensitivity
of 0.1 V j"C near 0 dc. To avoid self-heating in the RTD, limit its power dissipation to
less than 0.2 mW. (b) Compute vo(lOf! 0C) and estimate the equivalent error, in degrees
Celsius, in making the approximation of Eq. (2.47).

Solution.

R
V2 = RI + R VREF (2.45)

and then using an IA to take the difference VI - V2. Denoting the IA gain as A, we
get vo = A(vi - V2), or

.5
vo = AVREF 1+ RI/R + (I + R/RI)(I +.5) (2.46)

The four-resistor structure is the familiar resistive bridge. and the two voltage dividers
are referred to as the bridge legs.

It is apparent that v0 is a nonlinear function of .5. In microprocessor-based
systems. a nonlinear function can easily be linearized in the software. Quite often,
however, we have .5 « I, so

~ AVREF, (247)
vO =2+RI/R+R/Rlo .

indicating a linear dependence ofvo on.5. Many bridges are designed with RI = R,
in which case Eqs. (2.46) and (2.47) become

AVREF .5
Vo = -4-1 +.5/2

vo;: AVREF.5
4

EXAMPLE Z.II. Platinum resistance temperature detectors (PI RTDs) have a temper­
ature coefficient lO a = 0.00392/ "C A popular PI RTD reference value at T = 00C
is 100 Q. (a) Write an expression for the resistance as a function of T. (b) Compute
R(T) for T = 25°C, 100 DC, -15 "C. (c) Calculate f',.R and.5 for a temperature change
f',.T = 10°C.

Solution.

(a) R(T) = R(O°C)(I +aT) = 100(1 + 0.00392T) Q.
(b) R(25°C) = 100(1 + 0.00392 x 25) = 109.8 Q. Likewise, R(lOO DC) = 139.2 Q

and R(-15 0C) =94.12 Q.
(c) If + f',.R = 100 + 1000T = 100 + 100 x 0.00392 x 10 = 100 Q + 3.92 Q;

.5 =a f',. T = 0.00392 x 10 = 0.0392. This corresponds to a change of 0.0392 x
100 =3.92%.

Transducer resistances are expressed in the form R + ~ R, where R is the resistance
at some reference condition, such as 0 °C in the case of temperature transducers, or
the absence of strain in the case of strain gauges, and ~R represents the deviation
from ~he reference value as a consequence of a change in the physical condition
affecttng the transducer. Transducer resistances are also expressed in the alternative
form R(I ?- .5), where.5 = ~R/R represents the fractional deviation. Multiplying
.5 by 100 yields the percentage deviation.

The Transducer Bridge

To ~~asure resistance deviation. we must find a method to convert ~R to a voltage
v~al1on ~V. The. sim~lest technique is to make the transducer part of a voltage
dIVIder, as shown tn.Flg. 2.35. The transducer voltage is Vf = VREFR(I + .5)/
[RI + R(I + .5)1. whtch can be put in the insightful form

R .5Y!
VI = --- VREF + REF

RI + R 2 + RI/R + R/RJ + (I + R/RI).5

FIGURE Z.35

Transducer bridge and IA. ~ith ~R = O. a transducer bridge should be balanced and yield a zero voltage
difference between its taps. In practice, because of resislance tolerances. including



FIGURE 2.37

Strain-gauge bridge and IA.

The sensitivity is now four times as large as that given in Eq. (2.49), thus relaxing
the demands upon the IA. Furthermore, the dependence of V 0 on <5 is now perfectly
linear-another advantage of working with gauge pairs. To achieve the +l!R and
-l!R variations, two of the gauges will be bonded to one side of the structure
under strain, and the other two to the opposite side. Even in installations in which
only one side is accessible, it pays to work with four gau~es because tw.o can be
used as dummy gauges to provide temperature compensation for the active ones.
Piezoresistive pressure sensors also use this arrangement. . • .

Figure 2.37 also illustrates an alternative technique for balan~lDg the b~dge.

In the absence of strain, each tap voltage should be VB 12. In practl~e ther~ wl~1 be
deviations due to the initial tolerances of the four gauges. By varylDg R2 s Wiper,
we can force an adjustable amount ofcurrent through RI that will increase ordecrease
the corresponding tap voltage until the bridge is nulled. Resistors R3 and R4 drop
VREF to VB, and R3 adjusts the sensitivity.

(2.51)Vo = AVREF15

remain constant, we have (l + l!l) x (S - l!S) = Sl. Eliminating S - l!S, we get
l!R = R(Mlf.)(2 + Mil). But Mil « 2, so

l!l
l! R = 2R - (2.50)

l

where R is the unstrained resistance and l!l I l is the fractional elongation. A strain
gauge is fabricated by depos~ti~g ~sistive .material on ~ flexible b~cking a~co~ing

to a pattern designed to maximize Its fractional elongation for. a gIVen stram. Smce
strain gauges are sensitive also to temperature, special pre~aut~ons must ~ taken to
mask out temperature-induced variations. A common solution IS to work with gauge
pairs designed to compensate for each ?ther's t.emperature variations. .

The strain-gauge arrangement of Fig. 2.37 IS referred to as a load ~~/I. Denotmg
the bridge voltage as VB and ignoring R1 for a moment, the voltage dlVlqer formula
yields VI = VB(R + l!R)/(R + l!R + R - l!R) = VB(R + l!R)/2R, V2 =
VB(R - l!R)/2R, and VI - V2 = VBl!RI R = VB15, so

EXAMPLE 2.13. Let all resistors in Example 2.12 have a 1% tolerance, and let VREF have
a 5% tolerance. (a) Design a circuit to calibrate the bridge. (b) Outline the calibration
procedure.

Solution.

the tolerance of the transducer's reference value, the bridge is likely to be unbalanced
and a trimmer should be included to balance it. Moreover, the tolerances in the values
of the resistances and of VREF will affect the bridge sensitivity (VI - v2)115, thus
creating the need for adjustment of this parameter as well.

Figure 2.36 shows a circuit that allow!, for both adjustments. Varying R2 's wiper
from its midway position will assign more resistance to one leg and less to the other,
thus allowing the compensation of their inherent mismatches. Varying R3 changes
the bridge current and hence the magnitude of the voltage variation produced by the
transducer, thus allowing the adjustment of the sensitivity.

FIGURE 2.36

Bridge calibration.

(a) A 5% tolerance in VREF means that its actual value can deviate from its nominal
value by as much as ±0.05 x 15 = ±0.75 V. To be on the safe side and to also
include the effect of I% resistance tolerance, assume a maximum deviation of ± 1 V,
and thus design for 14 V ± I V at R2 's wiper. To ensure a current of I rnA at
each leg, we need R] = 2/(1 + I) = I kO and R + RI + R2I2 = 14fl =
14 kO. Since R2 must compensate for up to a 1% variation on eacb leg, we need
R2 = 2 x 0.01 x 14 kO = 280 O. To be on the safe side, piCk R2 = 500 O.
Then R, = 14 kO - 100 0 - 500/2 0 = 13.65 kO (use 13.7 kO, 1%). The
IA gain A must be recomputed via Eq. (2.47), but with VREF = 14 V and with
13.7 kO + 500/20 = 13.95 kO in place of RI . This yields A = 257.8 VIVo
Summarizing, we need RI = 13.7 kO, 1%; R2 = 500 0; R] = I kO; and A =
257.8 Vrv.

(b) To calibrate. first set T = 0 °C and adjust R2 for Vo = 0 V. Then set T = 100 0C
and adjust R, for \'0 = 10.0 V.

Strain-Gauge Bridges

The resistance of a wire having resistivity p, cross-sectional area S, and length l
is R = pllS. Straining the wire changes its length to l + l!l, its area to S - l!S,
and its resistance to R + l!R = p(l + l!l)/(S - l!S). Since its volume must
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(2.55)

FIGURE 1.40

Single-transducer circuit wi\h linear response.

FIGURE 1.39
Bridge linearization by constant-current drive.

R2 VREF.vo = u
RI

For additional bridge circuit examples, see references 9, II, 12, and 13 and the
end-of-chapter problems.

With the exception of the strain-gauge circuit of Fig. 2.37, all bridge circuits dis­
cussed so far suffer from the fact that the response is reasonably linear only as long as
8 « I. It is therefore of interest to seek circuit solutions capable of a linear response
regardless of the magnitude of 8.

The design of Fig. 2.39 linearizes the bridge by driving it with a constant
current. II This is achieved by placing the entire bridge within the feedback loop
of a floating-load V-I converter. The bridge current is IB = VREF/RI. By using
a transducer pair as shown, I B will split equaIly hetween the two legs. Since OA
keeps the bottom node of the bridge at VREF, we have VI = VREF + R(I + 8)IB/2,
V2 = VREF + RIB/2, and VI - V2 = RMB/2, so

_ ARVREF 8 (2.54)
vo - 2RI

The alternative design of Fig. 2.40 uses a single-transducer element and a pair
of inverting-type op amps. II The response is again linearized by placing the bridge
within the feedback loop of the V-I converter OAI. It is left as an exercise (see
Problem 2.49) to show that

(2.52)

EXAMPLE 1.14. Lellhe slrain gauges of Fig. 2.37 be 120-0, ±I% lypeS, and lellheir
maximum currenl be limiled to 20 mA to avoid excessive self-heating. (a) Assuming
that VREF = 15 V ± 5%, specify suitable values for R, Ihrough R4. (b) Outline the
calibration procedure.

Solution.

(a) By Ohm's law, VB = 2 x 120 x 20 x 10-) = 4.8 V. In the absence of strain, the
tap voltages are nominally VB /2 = 2.4 V. Their actual values may deviate from
VB/2 by as much as ±l% of 2.4 V, that is, by as much as ±O.024 V. Consider
the case in which VI = 2.424 V and V2 = 2.376 V. By moving R2'S wiper to
ground, we must be able to lower v, to 2.376 V, that is, to change v, by 0.048 V.
To achieve \his, RI must sink a current i = 0.048/(12011120) = 0.8 mA, so
R, == 2.4/0.8 = 3 kO (to be on the safe side, use R, = 2.37 kO, 1%). To prevent
excessive loading of Ra:s wiper by R.. use R2 = I kO. Under nominal conditions we
have iR, = iR, =2 x 20 X 10-) +4.8/IW == 45 mAo Following Example 2.13, we
wish R) to drop a maximum of 2 V. So R) = 2/45 = 44 0 (use R) = 50 0). With
R)'s wiper halfway we have R4 = (15-25 x45 x 10-) -4.8)/(45 x 10-) = 2020
(use2ooQ). Summarizing, R, = 2.37kO, R2 = I kO, R) = 50 0, and R4 = 2000.

(b) To calibrate, first adjust R2 so \hat wi\h no strain we get Vo = 0 V. Then apply a
known stram, preferably near the full scale, and adjust R) for the desired value ofvo.

Single.Op-Amp Amplifier

FIGURE 1.3'
Single-op-amp bridge amplifier.

For reas6ns of cost it is sometimes desirable to use a simpler amplifier than the
full-fledged IA. Figure 2.38 shows a bridge amplifier implemented with a single
op ~p. After a~~lyin~ Thevenin's theorem to the two legs of the bridge, we end
up With the famIliar difference amplifier. One can then show (see Problem 2.49)
that

For 8 « I this simplifies to

~ R2 8
vo = - VREF (253)

R I+RI/R+RI/R2 .

T~t is; v0 ~epends linearly on 8. To adjust the sensitivity and to nuIl the effect of
resistance mismatches, we can use a scheme of the type of Fig. 2.36.

2
t\h



2.2 Voltage-to-current converters

2.1 Current-to-voltage converters

PROBLEMS

2.1 Using tWO?P amps, design a circuit that accepts two current sources i, and i2 having
parallel resIstances R, and R2 and yields Vo = (0.1 VI/LA) x (i, - il) to a load RL
regardless of R.I. Rl • an~ ~L: The reference directions of both sources are from groundA IOto your CirCUlI. Try mlOlmlzIOg the number of resistors you use.

~esign a circuit to convert a.4-mA-to-20-mA input.current to a 0-V-to-IO-V output
voltage. The reference dIrectIon of the IOput source IS from ground into your circuit,
and the CirCUIt IS powered from ±15-V regulated supplies.

2.3 Estimate the closed-loop parameters if the circuit of Example 2.2 is implemented with
a 741 op amp.

Design a grounded-load current generator meeting the following specifications: i 0 is to
be variable over the range - 2 rnA :'0 i 0 :'0 + 2 rnA by means ofa IOO-kQ pot; the voltage
compliance must be 10 V; the circuit is to be powered from ± 15-V regulated supplies.

Suppose in the Howland circuit of Fig. 2.60 we lift the left terminal of R) off ground
and simultaneously apply an input V, via R) and an input Vl via R,. Show that the
circuit is adijfenmee V-I eonverterwith i o = (lIR,)(Vl - v,) - (lIRo)VL. where Ro

is given by Eq. (2.8).

2.9

2.14

2.12 (a) Prove Eq. (2.15). (b) Using a 741 op amp powered from ±15-V supplies, design an
improved Howland circuit with a sensitivity of I mNY for -10 V :'0 v I :'0 10 V. The
voltage compliance of the circuit must also be 10 V. •

2.13 Design an improved Howland circuit whose sensitivity is variable from O. I mNY to
I mNY by means of a 10-kQ po\.

(a) Given that the circuit of Fig. P2.14 yields io = A(Vl - v,) - (I I Ro)VL. find expres­
sions for A and Ro , as well as the condition among the resistances that yields Ro = 00.

(b) Discuss the effect of using I% resistances.

2.11

2.10 Design a grounded-load V-I converter that converts a 0-V to 10-V input to a 4-mA to
20-mA output. The circuit is to be powered from ± 15-V regulated supplies.

(a) Using an op amp powered from ±15-V regulated supplies, design a photodetector
ampltfier such that as I, changes from 0 to lilA, Vo changes from -5 V to +5 V.
(b) What is the minimum open-loop gain for a deviation of the transfer characteristic
from the ideal of less than I%?

•

2.4
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(a) Show that the floating-load V-I converter of Fig. P2.5 yields io = vl!(R,/k).
k = I + R2I R). (h) SpecIfy standard 5% resistances for a sensitivity of I mAIV and
Ri =.' MQ. where Ri is the resistance seen by the input source. (e) If ± V... = ± 13 V.
what IS the voltage compliance of your circuit?

FIGURE Pl.S

2.6 In the c:rcuit of Fig. P2.5 let R, = 100 kQ, Rl = 99 kQ, and R) = I kQ. If rd ~ 00,

a = 10' VIV, and r0 ~ 0, estimate the resistance Ro seen by the load.

2.7 Consider the following statements about the resistance Ro seen by the load in the V-I
converter of Fig. 2.4h, where the op amp is assumed ideal: (a) Looking toward the left,
the load sees R II rJ = R II 00 = R, and looking to the right, it sees ro = 0; hence,
R~ = R + 0 = R. (h) Looking toward the left, the load sees a virtual-ground node
WIth zero resIstance. and looking to the right, it sees ro = 0; hence, Ro = 0 + 0 = O.
(e) Ro = 00 because of negative feedback. Which statement is correct? How would
you refute the other two?

2.8 Repeat E.ample 2.4 for the case of a 1.5-mA sink. Then find the currents through R,
and R2 if the load is (a) a 2-kQ resistor; (b) a 6-kQ resistor; (e) a 5-V Zener diode with
the cathode at ground: (d) a short circuit; (e) a lO-kQ resistor. In (e), is i o still 1.5 rnA?
E.plain.

us

FIGURE Pl.14

(a) Given that the circuit of Fig. P2.15 yields i 0 = Av, - (I I Ro)vL, ~nd expressions
for A and Ro , as well as the condition among-its resistances that yIelds Ro = 00.

(b) Discuss the effect of using I % resistances.

FIGURIl Pl.IS
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2.18 Repeat Problem 2.17 with R, (a) decreased by 10%. and (b) increased by 10%.

2.19 Assuming an ideal op amp. find the input resistance Ri of a Howland current pump as
a function of the load RL . Comment

101

Problems

R
V2

",

R

R, R,
V,

v,
"v

In Fig. P2.25 the odd-numbered inputs are fed to OA2'S summ.ingjunct.ion d~rectly, and
the even-numbered inputs are fed via a current reverser. ?btam a relatIOnshIp ~t~ee~

v and the various inputs. What happens if any of the mputs IS len "oatmg 1W,ll It
a~ect the contribution from the other inputs? What is an important advantage of thIS
circuit compared to that of Problem 1.31?

2.25

Load ~ io

v,

FIGURE P2.16

2.16 Repeat Problem 2.15 for the circuit of Fig. P2.16.

2.17 1be current source of Example 2.4 drives a O.I-/lF load. (a) Assuming that the capac­
itance is initially discharged. sketch and label Vo(1 ~ 0). (b) Find the time it takes for
the op amp to enter the saturation region.

Ilh

2.3 Current IQIlpiUlers FIGURE P2.25

2.20 (a) Prove Eq. (2.18). (b) Assuming a 741 op amp in Fig. 2.11. specify resistances for
A = 10 AlA; estimate the gain ,,,. 'I d' "ell as the output resistance of the circuit 2.4 ourerenee ampllfters

2.26 Derive Eq. (2.23).

2.27 (a) Derive Eq. (2.27). (b) Using a 100-kO pot. specify suitable resistances such that
varying the wiper from end to end varies the gain from 10 VN to 100 VIV.

I . be
2.28 (a) Derive Eq. (2.28). (b) Specify suitable component values such that gam can

varied from I VN to 100 VN.

2.30 !ftheactualresistance values in Fig. 2.l3a are found to be R, = 1.01 kO. R2 = 99.7 kO.
R] = 0.995 kO. and R, = 102 kO. estimate Adm. Acm•and CMR~B'

2.31 If the difference amplifier of Fig. 2.13a has a differential-mode gain of 60 dB and
CMR~B = 100dB. find Vo ifv, =4.001 Vand V2 = 3.999 V. What is the percentage
error of the output due to finite CMRR?

2.32 !fthe resistance pairs are perfectly balanced and the op amp is ideal in the difference am­
plifier of Fig. 2.13a. !hell we have CMR~B = 00. But what if the open-loop gain a is

2.21 Find the gain as well as the output impedance of the current amplifier of Fig. P2.21.

FIGURE P2.2t

2.22 Show that if R, = 00 and a l' 00 in the current amplifier of Fig. 2.12. then Eq. (2.18)
holds.

2.23 A grounded-load current amplifier can be implemented by cascading an 1_ V and a
V-I converter. Using resistances no greater than I MO. design a current amplifier with
Ri = O. A = lOS AlA. Ro = 00, and a full-scale input of 100 nA. Assuming ±I5-V
supplies. the voltage compliance must be at least 5 V.

2.24 Suitably modify the circuit of Fig. P2.16 so that it becomes a current amplifier with
Ri =O. A = 100 AlA. and Ro =00. Assume ideal op amps.

2.29 (a) A difference amplifier has v, = lOcos 2](601 V - 5 cos 2]( lOll mY, and V2 =
IOcos2](601 V + 5cos2](10'1 mY. If Vo = IOOcos2](601 mV + 2cos2](10'1 V.
find Adm, Acm ' andCMRRdB. (b) Repeat (a) with v, = 10.0\ cos 2](601 V - 5 cos 2](
lOll mY. V2 = 10.00cos 2](601 V + 5 cos 2]( lOll mY. and Vo =0.5 cos 2](601 V +
2.5 cos 2]( 10'1 V.
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FIGURE P2.40

Assuming perfectly matched resistances as well as perfectly matched op amps in the
dual-op-amp IA of Fig. 2.23, investigate the e~ect ~f fini.te open-loop op amp ~am a
upon the CMRR of the circuit (except for thell fimte gam, both op ~mps are Ideal).
Assuming a = lOS VN, find CMR~B if A = 103 VN. Repeat, but If A = 10 VN,
and comment on your findings.

2.44 (a) Derive Eq. (2.42). (b) In the current-output IA of Fig. 2.33 specify suitabl.e compo­
nents for a sensitivity of I mAN. (e) Investigate Ihe effecl of usmg 0.1 % resistances.

. . f F' 233 I t R - R - R - 10 kO R2 - 'I kO and R3 =9 kO. If2.45 In the CirCUlI 0 Ig.. e I - • - s - ,- ,
an additional resistance Ra is connected between the inverting input nodes of Ihe two
op amps, find lhe gain as a function of Ra·

.,

2.43

2,6 Instrumentation applications

2.42 Design a digitally programmable IA having an ""erall gain of I VN, 10 VN, 100 VN,
and 1000 VN. Show the final design.

Assuming ± 15-V regulated power supplies, design a programmable IA ~ith t~o op­
erating modes: in the first mode the gain is 100 VN and the output offset IS 0 V, m the
second mode the gain is 200 VN and the OUlput offset IS -5 V.

2.41

FIGURE P2.J'

2.40 The dual-op-amp IA of Fig. P2.40 (see Signals and N~ise. EDN. May 29.1986) offers
the advantage that by proper adjustment of the pot, a fairly high CMRR can be achieved
and maintained well into the kilohertz range. Show that Vo = (I + R2I R,)(V2 - VI)'

.,
Vo

R,
20 Idl

R,
IkO

30 Idl

R,
20kO

v,

FtGURE P2.36

finit~: everything else being ideal? Is the CMRR still infinite? Justify your finding
mtultlvely.

2.33 In the IA of Fig. 2.20 let R3 = I MO, Ra =2 kO, and R , = R2 = 100 kO.lf VDM is
an ac voltage with a peak amplitude of 10 mV and VCM is a dc voltage of 5 V, find all
node voltages in the circuit.

2.5 Instrumentation ampll6ers

2.34 Show that if OA I and OA 2 in Fig. 2.20 have the same open-loop gain a, together they
form a negatl.ve-feedback system with input VI = V, - V2, output Vo = VOl - VOl,
open-loop gam a, and feedback factor fJ = Ra/(Ra + 2R3).

2.35 A triple-op-amp IA is to be implemented with A = AI X All =50 x 20 = loJ VN.
Assuming matched input-stage op amps, find the minimum open-loop gain required of
each op amp for a 0.1 % maximum deviation of A from the ideal.

o..ompared with the c1assicallriple-op-amp lA, the IA of Fig. P2.36 (see EDN, Oct. I,
'\:::;\992, p. 115) uses fewer resistances. The wiper, nominally positioned halfway, is used

to maximize the CMRR. Show that v~ = (I + 2R2I R, )(V2 - vd.

2.37 (a) To investigate the effect of mismatched resistances in the IA of Fig. 2.23, assume
that R,l/R. = (R ,IR2)(1 - f). Show that Vo = AdmVDM + AcmVCM, where Adm =
1+ R,IR, - f/2 and Acm = f. (b) Discuss the implications of using 1% resistors
without trimming for the case A = 10' VN.

2.38 (a) Derive Eq. (2.35). (b) Specify suitable components such that A can be varied over
the range 10 VIV ~ A ~ 100 VIV by means of a 100kO pot.

2.39 The gain of the dual-op-amp IA of Fig. P2.39 (see EDN, Feb. 20,1986, pp. 241-242) is
adjustable by means ofa single resistor Ra. (0) Show that Vo = 2(1 +RIRa)(V2 - vd.
(b) Specify suitable components to make A variable from 10 VN to 100 VN by means
of a 10-kO pot.
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2.46 (a) Design a current-output IA whose sensitivity can be varied from I mNV to
100 mNV by means of a 100-kQ pot. The circuit must have a voltage compliance of
at least 5 V with ±15-V supplies, and it must have provision for CMRR optimization
by means of a suitable trimmer. (b) Outline the procedure for calibrating the trimmer.

2.47 Design a current-input, voltage-outputlA with a gain of 10 V/mA.

Z.7 Transducer bridge amplifiers

2.48 Repeat Example 2.12 using the single-op-amp configuration of Fig. 2.38. Show the
final circuit.

2.49 (a) Derive Eqs. (2.52) and (2.53). (b) Derive Eq. (2.55).

2.50 Assuming that VREF = ~'" V in Fig. 2.39, specify suitable component values for an
OUlput sensitivity of 0.1 Vrc with a PI RTD.

2.51 (a) Assuming that VRH = 15 V in Fig. 2.40, specify suitable component values for an
output sensitivity 01'0.1 vrc with a PI RTD. (b) Assuming the same tolerances as in
Example 2. 13, make provisions for bridge calibration.

2.52 Show that the linearized bridge circuit of Fig. P2.52 yields Vo
(R, + R). Name a disadvantage of this circuit.

FIGURE P2.52

2.53 Using the circuit of Fig. P2.52 with VREF =2.5 V and an additional gain stage, design
an RTD amplifier circuit with a sensitivity of0.1 Vrc. The circuit is to have provisions
for bridge calibration. Oulline the calibration procedure.

~ow that the Iineariz.ed bridge circuit" of Fig. P2.54. (U.S. Paten~ 4,2~9,692) ~ields
~--= R2 VRH&/ R,. DIScuss how you would make proviSIOnS for cahbeatmg the ctrcUlt.

FIGURE P2.54
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ACTIVE FILTERS: PART I
(al (b)

(e) (d)

FIGURE 3.1
Idealized filter responses: (a) low-pass, (b) high-pass, (e) band-pass,
(d) band-reject, and (e), (f) all-pass.

signals with frequency less than We go through the filter with unchanged amplitude,
while signals with W > We undergo complete attentuation. A common low-pass filter
application is the removal of high-frequency noise from a signal.

The high-pass response is complementary to the low-pass response. Signals with
frequency greater than the cutoff frequency We emerge from the filter unattenuated,
and signals with W < We are completely blocke<1.slut.

The band-pass response is characterized by a frequency band WL < W < WH,

called the passband, such that input signals within this band emerge unattenuated,
while signals with W < WL or W > WH are cut off. A familiar band-pass filter is the
tuning circuitry of a radio, which allows the user to select a particular station and
block out all others.

The band-reject response is complementary to the band-pass response because it
blocks out frequency components within the stopband WL < W < WH, while passing
all the others. When the stopband is sufficiently narrow, the response is called a
notch response. An application of notch filters is the elimination of unwanted 60-Hz
pickup in medical equipment.

The all-pass response is characterized by IH I = I regardless of frequen~y.and
<r.H = -tow, where to is a suitable proportionality constant, in seconds. ThiS ftltrf

3.1 The Transfer Function
3.2 First-Order Active Filters
3.3 Audio Filter Applications
3.4 Standard Second-Order Responses
3.5 KRC Filters
3.6 Multiple-Feedback Filters
3.7 State-Variable and Biquad Filters
3.8 Sensitivity

Problems
References

A filter is a circuit that processes signals on a frequency-dependent basis. The manner
in which its behavior varies with frequency is called the frequency response and is
expressed in terms of the transfer function H(jw), where W = 21rf is the angular
frequency, in radians per second (rad/s), andj is the imaginary unit (j2 = - I). This
response is further specialized as the magnitude response IH(jw)1 and the phase
response <r.H (jw), giving, respectively, the gain and phase shift experienced by an
ac signal in going through the filter.

Common Frequency Responses

On the basis of magnitude response, filters are classified as low-pass, high-pass,
band-pass. and band-reject (or notch) filters. A fifth category is provided by all-pass
filters, which process phase but leave magnitude constant. With reference to Fig. 3.1,
we ideally define these responses as follows.

The low-pass response is characterized by a frequency We, called the cutoff
frequency. such that IH I = I for w < We and IH I = 0 for w > We, indicating that input

1f'~

IH(j.,lj -If. H(j"l

:~.'K
(e>

0"



v/(t) = 0.8sinlJJ()t +0.5sin4lJJ()t + 0.2 sin 16lJJ()t V

FIGURE 3.1
Effect of filtering in the frequency domain (left) and in the time domain
(right).

passes an ac signal without affecting its amplitude, but it delays it in proportion to its
frequency w. For obvious reasons, all-pass filters are also called delay jilters. Delay
equalizers and wideband 90° phase-shift networks are examples of all-pass filters.

Figure 3.2 illustrates the effects of the first four ideal filter types using the input
voltage

SECTION 3.1

The Transfer
Function
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Filters are implemented with devices exhibiting frequency-dependent characteris­
tics, such as capacitors and inductors. When subjected to ac signals, these elements
oppose current flow in a frequency-dependent manner and also introduce a90° phase
shift between voltage and current. To account for this behavior, we use the complex
impedances ZL = sL and Zc = 1/sC, where s = (1 + j w is the complexfrequency,
in complex nepers per second (complex Npls). Here, (1 is the Neper frequency, in
nepers per second (Npls) and w is the angular frequency, in radians per second
(radls).

The behavior of a circuit is uniquely characterized by its transfer function H(s).
To find this function, we first derive an expression for the output Xo in terms of
the input Xi (Xo and Xi can be voltages or currents) using familiar tools such as

3.1
THE TRANSFER FUNCTION

Active FUters

Filter theory is a vast discipline, and it is documented in a number of textbooks ded­
icated only to it. 1-4 Filters can be built solely from resistors. inductors and capacitors
(RLC filters), which are passive components. However, after the emergence of the
feedback concept, it was realized that incorporating an amplifier in a filter circuit
made it possible to achieve virtually any response, but without the use of inductors.
This is a great advantage because inductors are the least ideal among the basic circuit
elements, and are also bulky, heavy, and expensive-they do not lend themselves to
IC-type mass production.

How amplifiers manage to displace inductors is an intriguing issue that we shall
address. Here, we intuitively justify how by noting that an amplifier can take energy
from its power supplies and inject it into the surrounding circuitry to make up for
energy losses in the resistors. Inductors and capacitors are nondissipative elements
that can store energy during part of a cycle and release it during the rest of the cycle.
An amplifier, backed by its power supply. can do the same and more because, unlike
inductors and capacitors, it can be made to release more energy than is actually
absorbed by the resistors. Amplifiers are said to be active elements because of this,
and filters incorporating amplifiers are called activejilters. These filters provide one
of the most fertile areas of application for op amps.

An active filter will work properly only to the extent that the op amp will. The
most serious op amp limitation is the open-loop gain rolloff with frequency, an
issue addressed at length in Chapter 6. This limitation generally restricts active-filter
applications below the megahertz range. This includes the audio and instrumentation
ranges, where op amp filters find their widest application and where inductors would
be too bulky to compete with the miniaturization available with ICs. Beyond the
frequency reach of op amps, inductors take over again, so high-frequency filters are
still implemented with passive RLC wlIlponents. In these filters, inductor sizes and
weights are more manageable as inductance and capacitance values decrease with
the operating frequency range. I

In the present chapter we study first-order and second-order active filters. Higher­
order filters are covered in Chapter 4, along with switched-capacitor filters.
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as an example. Shown at the left are the spectra that we would observe with a
spectrum analyzer; shown at the right are the waveforms that we would observe
with an oscilloscope. The spectrum and waveform at the top pertain to the input
signal, and those below pertain, respectively, to the low-pass, high-pass, band-pass,
and band-reject outputs. For instance, if we send v/ (t) through a low-pass filter with
We somewhere between 4wo and 16wo, the first two components are multiplied by
I and thus passed, but the third component is multiplied by 0 and is thus blocked:
the result is vo(t) = 0.8 sinlJJ()t + 0.5 sin4wot V.

As we proceed we shall see that the practical filters provide only approximations
to the idealized brick-wall magnitudes shown in the figure and also that they affect
phase.



/'t-------- _

Once H(s) is known. the response x,,(I) to a given input Xj(t) can be found as

Ohm's law V = Z(s)/, KYL. KCL, the voltage and current divider formulas. and
the superposition principle. Then. we solve for the ratio

1_ (kradls)

'1'"-- 2
I
I
I

_---L'_ ..... .q, (kNpls)

-I
I -I
I
J.--- -2

cL

(3.\)X"H(s) =-
Xi
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(a) (b)

X,,(t) = :£-1 /H(s)Xj(s)) (3.2) FIGURE 3.3
Circuit of Example 3.1 and its pole-zero plot.

,

where :£-1 denotes the inverse Laplace transform. and Xi (s) is the Laplace transform
of Xi (I).

Transfer functions tum out to be rational functions of s,

where N (s) and D(s) are suitable polynomials of s with real coefficients and
with degrees m and n. The degree of the denominator determines the order of
the filter (first-order. second-order. etc.). The roots of the equations N(s) = 0 and
D(s) = 0 are called. respectively. the zeros and the poles of H (s). and are denoted
as Zl. Z2, ... , Zm. and PI. P2, ...• Pn. Factoring out N(s) and D(s) in terms of their
respective roots. we can write

EXAMPLE 3.1. Find the pole-zero plot of the circuit of Fig. 3.3a.

Solution. Using the generalized voltage divider formula, Vo = [RI (s L+ I/ sC+R»Vi.
Rearranging.

Vo RCs R s
H(s) =~ = LCs' + RCs + I = L X s' + (RIL)s + I/LC•

Substituting the given component values and factoring out.
1 s

H(s) = 2 x 10- x [s _ (_I + j2)1()3] x [s - (-I - j2)IO']

This function has Ho = 2 x 10' VlV, a zero at the origin. and a conjugate pole pair at
_I ± j2 complex kNp/s. Its pole-zero plot is shown in Fig 3.3b.

H(s) and Stability

where Ho = am / bn is called the scaling factor. Aside from Ho, H (s) is uniquely
determined once its zeros and poles are known. Roots are also referred to as critical
or characteristicfrequencies because they depend solely on the circuit, that is, on its
elements and the way they are interconnected. irrespective of its signals or the energy
stored in its reactive elements. In fact. essential circuit specifications are often given
in terms of the roots.

Roots can be real or complex. When zeros or poles are complex, they occur in
conjugate pairs. For instance. if Pk =Uk + jWk is a pole, then Pk =Uk - jWk is also
a pole. Roots are conveniently visualized as points in the complexplane. or splane: Uk
is plolted against the hori7.0ntal. or real, axis, which is calibrated in nepers per second
(Np/s); Wk is plolted against the vertical, or imaginary, axis, which is calibrated in
radians per second (radls). In these plots a zero is represented as "0" and a pole
as "x". lust by looking at the pole-zero paltern of a circuit, a designer can predict
important characteristics. such as stability and frequency response. Because these
characteristics will arise frequently as we proceed, we wish to give them a definitive
review.

(s - ZI)(s - Z2)'" (s - Zm)
H(s) = Ho--.:..c..:.----=-----=-----=.:...

(s - p!l(s - P2)'" (s - Pn)
(3.4)

I
I
I
I
t

A circuit is said to be stable ifit produces a bounded output in response to any bounded
input. One way to assess whether a circuit is stable or not is to inj~ct ~ome ener~y

into one or more of its reactive elements and then observe how the CirCUit does on Its
own, in the absence of any applied sources. The circuit respons~ is in.this case c~lIed
Ibe source{ree, or natural. response. A convenient method of mjecung energy I~ to
apply an impulsive input. whose Laplace transform is unity. By Eq.,<3.2), the ensum.g
response, or impulse response. is then hit) = :£-~/H(s)}. Interes~mgly enough, thIS
response is determined by the poles. We identify two representauve cases:

I. H(s) has a real pole at s = Uk ± jO = Uk. Using well-known Laplace-transfo~
techniques.5 one can prove that H(s) contains the term Ak/(s - Uk), where Ak IS
called the re.ridue of H(s) at that pole, and is found as Ak = (s - Uk )H(s)I.'=17.'

From the Laplace-transform tables we find

:£-1 {~} = Ake""U(I) (3.5)
s -Uk

where ur,) is the unit step function (u = 0 for t < 0, U = I for I> 0). A real pole
contributes an exponential component to the response x,,(t). and thiS component
decays if Uk < O. remains constant if Uk = O. and diverges if Uk > O.



H(s) and the Frequency Response

2. H(s) has a complex pole pair at s = at ± jWt. In this case H(s) contains the
complex term At/[s - (at + jWt») as well as its conjugate, and the residue is
found as At = [s - (at + jWt»H (s)I,=",+ jw,. The inverse Laplace transform
of their combination is

{ A A*}~-I t. + t. =2IAtle""u(t)cos(Wtt+4:At)
s - (at + jWt) s - (at - jwkl

(3.6)
This component represents a damped sinusoid if at < 0, a constant-amplitude,
or sustained, sinusoid if at = 0, and a growing sinusoid if at > O.

It is apparent that for a circuit to be stable, all poles must lie in the left half of
the s plane (LHP), where a < O. Passive RLC circuits, such as that of Example 3.1,
meet this constraint and are !bUS siahle. However, if a circuit contains dependent
sources such as op amps, its pub 11 i '1 illlo the right half-plane and thus lead to
instability. Its output will grow until the saturalion limits of the op amp are reached.
If the circuit has a complex pole pair, the outcome of this is a sustained !>SCilla­
tion. Instability is generally undesirable, and stabilization techniques are covered
in Chapter 8. There are nevertheless situations in which instability is exploited on
purpose. A common example is the design of sine wave oscillators, to be addressed
in Chapter 10.

3
I<:rs:

I
EXAMPLE 3.1. Find the impulse response of the circuit of Example 3.1.

Solution. We have AI = [s - (-I + j2)103 jH(sll,=H+J2110' = 1000 + j500 =
5OO~/26.57°. So, vo(t) = loJv'5e-10"u(t)cos(2 x 103, + 26.57°) V.

-L--/-+-+\---f-J'r-----,f--7'----- '"

FIGURE 3.4
In general, a filler affects both amplitUde and phase.

In the course ofcomplex-number manipulations, we shall often use the following
important properties: Let

H = IHI/4:H = Hr + jHj (3.8)

where IH I is the modulus or magnitude ofH, 4:H its argument or phase angle. and
Hr and Hj the real and imaginary parts. Then,

IHI = JHl + H? (3.9a)

4:H=tan- t (H;/Hr ) ifHr>O (3.9b)

4:H = 1800
- tan-I (H;/Hr ) if Hr <0 (3.9c)
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In the study of filters we are interested in the response to an ac input of the type

Xj(t) = Kjm cos(wt + 9j)

where Kjm is the amplitude, W the angular frequency, and 9; the phase angle. In
general, the complete response xo(t) of Eq. (3.2) consists of two components,S
namely, a transient component functionally similar to the natural response, and a
steady-state component having the same frequency as the input, but differing in
amplitude and phase. If all poles are in the LHP, the transient component will die
out, leaVing only the steady-state component,

xo(t) = Kom cos(wt + 90 )

This is illustrated in Fig. 3.4. Since we are narrowing our scope to this component
alone, we wonder whether we can simplify our math, bypassing the general Laplace
approach of Eq. (3.2). Such a simplification is possible, and it merely requires that we
compute H(s) on the imaginary axis. We do this by letting s ....... jw (or s ....... j21£f
when working with the cyclical frequency f, in hertz.) Then, the output parameters
are found as

There are various viewpoints we can take in regard to H (jw). Presented with
the circuit diagram ofa filter, we may wish to find H(s) analytically, and then plot
IH(jw)1 and 4:H(jw) versus w (orf) for a visual display of the frequency response.
These plots, referred to as Bode plots. can be generated by hand or via PSpice.

Conversely, given H(jw), we may want to let jw ....... s to obtain H(s), find its
roots, and construct the pole-zero plot.

EXAMPLE 3.J. Find the steady-state response ofthe circuit of Example 3.110 the signal
Vj(l) = IOcos(loJl + 45°) V.

Solution. Letting s -+ j toJ radls in Example 3.1 we gel H(j 103
) = j 1/(2 + j I) =

(IJfl)/ /63.43° V/V. So Yom = 1O/v'5 V, 90 = 63.43° + 45° = 108.43°, and vo(t) =
v'2Ocos(loJ, + 108.43°) V.

Kom = IH(jw)1 x K;m

90 = 4:H(jw) + 9;

(3.7a)

(3.7b)

I

IHI x H21 = IHIi x IH21
I

4:(HI x H2) = 4:HI + 4:H2

IHI/H21 = IHIi -IH21

4:(HI/H2) = 4:HI - 4:H2

(3.lOa)

(3. lOb)

(3.lla)

(3.llb)



Bode Plots

The Bode plots are plots ofdecibels and degrees versus decades (or octaves). Another
advantage of these plots is that the following useful properties hold:

(3.18)

(3.17)

(3.16)

20

~-1I---7L--+- ~ <dec)wo

(b)

IHI (d!!)

<aj

H(s) = -RCs

FtGURE 3.5
The differentiator and its magnitude Bode plot.

C R

'.cfTi,
~"

indicating a zero at the origin.
. Letting s -+ jw and introducing the scaling frequency

I
wo = RC

we can express H (jw) in the normalized form

H(jw) = - jw/WO = (w/wo) / - 90°

In the inverting configuration of Fig. 3.5a we have Vo = (-R/Zc>Vj = -RCsVj.
By a well-known Laplace-transform property, multiplication by s in the frequency
domain is equivalent to differentiation in the time domain. This confirms the desig­
nation differentiator (or the circuit. Solving for the ratio Vol Vj gives

lim Zc = 00 (3.15a)
w-+O

lim Zc = 0 (3.15b)
w-+oo

In words, at low frequencies a capacitance tends to behave as an open "circuit com­
pared with the surrounding elements. and at high frequencies it tends to behave as a
short circuit.

3.2
FIRST-ORDER ACTIVE FILTERS

The Dlfferentlator

The simplest active filters are obtained from the basic op amp configurations by using
a capacitance as one of its external components. Since Zc = l/sC = l/jwC. the
result is a gain with frequency-dependent magnitude and phase. As you study filters.
it is important that you try justifying your mathematical findings using physical
insight. In this respect, a most valuable tool is asymptotic verification, which is
based on the following properties:

(3.12)

(3.14a)

(3.14b)

(3.l3a)

(3.13b)

(3.l3c)

if IHrl » IH;I

ifIH;I» IHrl

IHldB = 2010g lO IHI

H ~ Hr

H~jHi

IHI x H21dB = IHIIdB + IH21dB

IHt / H21dB = IHIIdB -I H2IdB

II/HildB = -IHldB

Keep Eqs. (3.13) and (3.14) in mind because we shall use them frequently.

The magnitude and frequency range of a filter can be quite wide. For instance, in
audio filters the frequency range is typically from 20 Hz to 20 kHz, which rep­
resents a 1000: I range. In order to visualize small as well as large details with
the same degree of clarity, IH I and ~H are plotted on logarithmic and semiloga­
rithmic scales, respectively. That is, frequency intervals are expressed in decades
(... ,0.01,0.1, I, 10, 100, ...) or in octaves (... , !' !' !' 1,2,4,8, ...), and IHI
is expressed in decibels (dB) as

To speed up the hand generation of these plots, it is often convenient to effect
asymptotic approximations. To this end, the following properties are useful:

Alternatively, H (jw) may be given to us, either analytically or in graphical form
or in terms of filter specifications, and we may be asked to design a circuit realizing
this function. The idealized brick-wall responses of Fig. 3.1 cannot be achieved in
practice but can be approximated via rational functions of s. The degree n of D(s)
determines the order of the filter (first-order, second-order, etc.). As a general rule, the
higher n, the greater the flexibility in the choice of the polynomial coefficients best
suited to a given frequency-response profile. However, circuit complexity increases
with n, indicating a trade-off between how close to ideal we want to be and the price
we are willing to pay.

Another viewpoint yet is one in which a filter is given to us in black-box form and
we are asked to find H (jw) experimentally. By Eq. (3.7), the magnitude and phase
are IH(jw)1 = Kom / K;m and ~H(jw) = 00 - 0;. To find H(jw) experimentally,
we apply an ac input and measure the amplitude and phase ofthe output relative to the
input at different frequencies. We then plot measured data versus frequency point­
by-point and obtain the experimental profiles of IH(jw)1 and ~H(jw). If desired,
measured data can be processed with suitable curve-fitting algorithms to obtain an
analytical expression for H (jw) in terms of its critical frequencies. In the case of
voltage signals, the measurements are easily done with a dual-trace oscilloscope. To
simplify the calculations, it is convenient to set Vim = I V, and to adjust the trigger
so that OJ = O. Then we have IH(jw)1 = Vom and ~H(jw) = 00 ,
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(3.21 )
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FIGURE J.8

Varying k varies pole location.

The magnitude plot is the same as for the inverting integrator. However, the phase
angle is now -90°, rather than +90°.

It is instructive to investigate the circuit from the more general viewpoint of
Fig. 3.80, where we identify two blocks: the RC network shown at the bottom, and
the rest of the circuit forming a negative resistance converter. The converter provides
a variable resistance -R(R/kR) = -R/k, k ~ 0, so the net resistance seen by C
is R II (-R/k) = R/(l - k), indicating the pole

I 1- k
p = --- (3.22)

RC

R kR

FIGURE J.7
Noninverling, or Deboo, integrator.

Due to the negative sign in Eq. (3.19), the Miller integrator is also said to be
an inverting integrator. The circuit of Fig. 3.7, called the Deboo integrator, for
its inventor, uses a Howland current pump with a capacitance as load to achieve
noninverting integration. As we know, the pump forces a current 1 = Vi / R into the
capacitance, resulting in a noninverting-input voltage Vp = (l/s2C)l = V;/2s RC.
The op amp then amplifies this voltage to give Vo = (I + R / R) Vp = Vi / s RC, so

I
H(s)=­

RCs

(3.19)

(b)

o 1------41--~~-4-.. !!. (dec)
"0

20

-20
v..

(a)

FIGURE J.6

1lIe integrator and its magnitude Bode plot.

Also called Miller ifltegrator tJeCause the capacitor is in the feedback path, the circuit
of Fig. 3.00 gives Vo = (-Zc / R) Vi = - (I / RCs) Vi. The fact that division by s
in the frequency domain corresponds to integration in the time domain confillJlS tile
designation ifltegrator. Its transfer function ., .,

I
H(s)=-­

RCs

has a pole at the origin. Letting s ---> jw, we can write

R C

IHI (dB)

Considering that IHldB = 2010g lO (w/WO), the plot of IHldB versus 10glO(w/WO)
is a straight line of the type y = 20x. As shown in Fig. 3.5b, its slope is 20 dB/dec,
indicating that for every decade increase (or decrease) in frequency, magnitude
increases (or decreases) by 20dB. Equation (3.18) indicates that the circuit introduces
a 90° phase lag, and amplifies in proportion to frequency. Physically, we observe
that at low frequencies, where IZcl > R, the circuit provides attenuation (negative
decibels); at high frequencies, where IZcl < R, it provides magnification (positive
decibels); at w = wo, where IZcl = R, it provides unity gain (0 db). Consequently,
W() is called the unity-gain frequency.

Integrators

H(jw)=--._1_=_1_/+ 90° (3.20)
]w/WO w/WO

where WO = 1/RC, as in Eq. (3.17). Observing that the transfer function is the
reciprocal of that of the differentiator, we can apply Eq. (3.l3c) and construct the
integrator magnitude plot simply by reflecting that ofthe differentiator about the O-dB
axis. The result, shown in Fig. 3.6b, is a straight line with a slope of -20 dB/dec and
with WO as the unity-gain frequency. Moreover, the circuit introduces a 90° phase
lead.

Because of the extremely high gain at low frequencies, where IZcI » R, a
practical integrator circuit is seldom used alone as it tends to saturate. As mentioned
in Chapter I, an integrator is usually placed inside a control loop designed to keep the
op amp within the linear region. We shall see examples when studying state-variable
and biquad filters in Section 3.7, and sine wave oscillators in Section 10.1.

rs:



EXAMPLE 3.6. Design a 4O-dB gain, RIAA phono amplifier.

Solution. The RIAA curve must be shifted upward by 40 dB, so the gain below h
must be 40 + 20 = 60 dB = 103V/Y. Thus, (R2 + R3)/R, ~ IlP. The expressions for
II through /J provide three equations in four unknowns. Fix one, say, let C2 = 10 nF.
Then, Eq. (3.33) gives R2 = 1/(2Jf X 50 x 10 x 10-9) = 318 kQ (use 316 kQ). We
also have I/R2 + I/R3 = 2Jf/,(C2 +C3) and I/R3 = 2Jf/JC3. Eliminating I/R3gives
C3 = 2.77 nF(use 2.7 nF). Back substituting gives R3 = 27.7 kQ (use 28.0kQ). Finally,
R, = (316 + 28)/103 = 344 Q (use 340 Q) and C, = 1/(2Jf x 340 )( 20) = 23 JLF
(use 33 /IF). Summarizing, R, = 340 Q, R2 = 316 kQ, R, = 28.0 kQ. C, = 33 JLF,
C2 = 10 nF, and C3 = 2.7 nF.

Tape Preamplifier

I, = 500 Hz

h= 50Hz

f, = 2122 Hz
20

o I--~~_+.....L....,.:----'---~ I (Hz)

-20

Gain (dB)

CI,APTER 3
Active Filters:

Part I

122

Phono Preamplifier

that the listener can effect to compensate for nonidealloudspeaker response, to match
apparent room acoustics, or simply to suit one's taste.

(a)

FIGURE 3.U
RIAA playback equalization curve and phono preamplifier.

(b)

A tape preamplifier must provide gain as well as amplitude and phase equalizations,
for the signal from a tape head. The response is governed by the standard NAB
(National Association of Broadcasters) curve of Fig. 3.14a. A circuit7 to approx­
imate this response is shown in Fig. 3.14b. As long as IZc,1 «RI, we have (see
Problem 3.18)

(3.34)

(3.35)

'>---....--0 Vo

~ LM 833

(h)

I 100 I k 10 k
h I,

(a)

oL...._+--'-__-'-_+-_L...._ I (Hz)

FIGURE 3.14
NAB equalization curve and tape preamplifier.

GBin (dB)

Active Tone Control

The most common form of tone control is bass and treble control, which allows the
independent adjustment of gain over the lower (bass) and higher (treble) portions

(3.32)

(3.33)I
/1 = 2n(R211 R3)(C2 + C3) h = -2n-R-2-C-2

As long as the circuit is configured for substantially high gain, the unity term in
Eq. (3.32) can be ignored, indicating that H (jf) approximates the standard RIAA
curve over the audio range.

The function of a phono preamplifier is to provide amplification as well as ampli­
tude equalization for the signal from a moving-magnet or a moving-coil cartridge.
The response must conform to the standard RIAA (Record Industry Association of
America) curve of Fig. 3.13a.

Preamplifier gains are usually specified at I kHz. The required amount of gain
is typically 30 to 40 dB for moving-magnet cartridges, and 50 to 60 dB for moving­
coil types. Since the RIAA curve is normalized for unity gain, the actual preamp
response will be shifted upward by an amount equal to its gain.

Figure 3.13b shows one7 of several topologies commonly used to approximate
the RIAA response. The input-shunting network provides impedance matching for
the source, while C\ provides a low-frequency breakpoint (usually below 20 Hz) to
block out dc and any subaudio frequency components. Since IZc,l« RI over
the frequency range of interest, the transfer function can be found as H ;:;: I +
Z I / RI, where Z f is the impedance of the feedback network. The result is (see
Problem 3. 17)
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(3.37b)

(b)

Gain (dB)

<a)

EXAMPLE 3.7. Design a bass/treble control with /. = 30 Hz, IT = 10 kHz, and
±20 dB maximum boost/cut at both ends.

Solution. Since 20 dB corresponds to 10 V/V. we must have (R, + R2)/R, = 10 and
(R, + R3 +2Rs)/ R3 =10. Let R2 be a 100-kO pot so Ihal R, =II kO. Arbitrarily
impose Rs = R, = II kO. Then R3 = 3.67 kO (use 3.6 kO). To meet the condition
R4 » (R.+R3+2Rs):; 37kO,leIR4bea500-kOpoI.ThenC, = 1/21fR2/. = 53nF
(use 51 nFl, and C2 = 1/21fR3/T = 4.4 nF (use 5.1 nF). Summarizing, R, = II kO,
R2 = 100 kO, R3 = 3.6 kO, R4 = 500 kO, Rs = 11 kO, C, =51 nF, and C2 = 5.1 nF.

Above this frequency the response approaches the flat curve with a slope of about
±6 dB/oct, depending on whether the pot is set for maximum cut or boost.

At the high end of the audio range, or I> fT, the capacitors act as short circuits,
so the gain is now controlled by the treble pot. (The bass pot is ineffectual since it is
being shorted out by C,.) It can be proven thaI if the condition R4» (RI +R3 +2Rs)
is met, the range of variability of the treble gain AT is

R3 RI + R3 +2Rs
--=---=-,,---:~ < AT < (3.37a)
RI + R3 + 2Rs - - R3

and the frequency IT below which the treble control gradually ceases to affect the
response is approximately

Graphic Equalizers

The function of a graphic equalizer is to provide boost and cui control not just at the
bass and treble extremes, but also within intermediate frequency bands. Equalizers
are implemented with arrays of narrow-band filters whose individual responses are
adjusted by vertical slide pots arranged/side by side to provide a graphic visualization
of the equalized response (hence the name).

Figure 3.16 shows a familiar realization of one of the equalizer sections. The
circuit is designed so that over a specified frequency band, C I acts as an open circuit

c,

Vo

H, H.\

Treble

(a)

Gain (dB)

AT(lUIIll)

0 /

Anmin)
I ,

/. !r

(b)

FIGURE 3.15

Bass and treble control.

c,

of the audio range. Figure 3.15 shows one of several circuits in common use and
illustrates the effect of tone control on the frequency response.

At the low end of the audio range, or I < I B, the capacitors act as open circuits,
so the only effective feedback consists of RI and R2. The op amp acts as an inverting
amplifier whose gain magnitude AB is variable over the range

RI RI + R2
-=--'-=::-- < AB < (3.36a)
RI + R2 - - RI

by means of the bass pot. The upper limit is referred to as maximum boost. the
lower limit as maximum cut. For instance, with R I = II kn and R2 = 100 kn, these
limits are ±20 dB. Setting the wiper in the middle gives AB = 0 dB, or a flat bass
response.

As frequency is increased, CI gradually bypasses the effect of R2 until the
latter is eventually shorted out and has no effect on the response. The frequency
I B at which C I begins to be effective in the case of maximum bass boost or cut is
approximately

IS:

(336b) FIGURE 3.t6

Section of a graphic equalizer.



Low-Pass Filter with Gain

Placing a resistor in parallel with the feedback capacitor, as in Fig. 3.9a, turns the
integrator into a low-pass filter with gain. Letting I/Zz = IIRz + 1/(llsC) =
(RzCs + 1)IRz gives H(s) = -ZzIRt"or

Rz I
H(s) = -- (3.24)

RI RzCs + I
indicating a real pole at s = -I I R2C. Letting s --+ jw, we can express H(s) in the
normalized form

We identify three important cases: (a) For k < I, positive resistance prevails, indi­
cating a negative pole and an exponentially decaying response. The decay is due
to dissipation of the energy stored in the capacitance by the net resistance. (b) For
k = I, the energy supplied by the negative resistance balances the energy dissipated
by the positive resistance, yielding a constant response. The net resistance is now
infinite, and the pole is right at the origin. (c) For k > I, the negative resistance sup­
plies more energy than the positive resistance can dissipate, causing an exponential
buildup. Negative resistance prevails, the pole is now in the right half plane, and the
response diverges. Figure 3.8b shows the root locus as k is increased.
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The natural response is then

vo(t) = vo(O)e-I(I-k)/RCu(t) (3.23)

At sufficiently high frequencies, where IZc I « R2, we can ignore Rz compared
with Zc and thus regard the circuit as an integrator. As we know, its high-frequency
asymptote is a line with a slope of -20 dB/dec and passing through the unity-gain ('"
frequency Wt =II R tC. Since the circuit approximates integrator behavior over only
a limited frequency range, it is also called a lossy integrator.

The borderline between amplifier and integrator behavior occurs at the fre­
quency that makes IZcl =Rz, or I/wC =Rz. Clearly, this is the frequency wo of
Eq. (3.25b). For wlwo = I, Eq. (3.25a) predicts IHI = IHoi {I + j 1)1 = IHol/J2,
or, equivalently,lHldB = IHoidB - 3 dB. Hence, wo is called the -3-dBfrequency.

The magnitude profile indicates that this is a low-pass filter with Ho as dc gain
and with wo as cutoff frequency. Signals with w < wo are passed with gain close to
Ho, but signals with w > wo are progressively attenuated, or cut. For every decade
increase in w, IH I decreases by 20 dB. Clearly, this is only a crude approximation
to the brick-wall profile of Fig. 3.lb.

EXAMPLE 3.4. (a) In the circuit of Fig. 3.9a, specify suitable components to achieve
a ~3-dB frequency of I kHz with a de gain of 20 dB and an input resistance of at least
10 kO. (b) At what frequency does gain drop to 0 dB? What is the phase there?

Solution.

(a) Since 20 dB corresponds to 1020/ 20 = 10 V/Y, we need R,= 10RI' To ensure
Ri > IOkO, try R, =20kO. Then, R, =200 kO, and c= l/waR, = 1/(2,.. x
103 x 200 x HP) = 0.796 nF. Use C = I nF, which is a more readily available
value. Then, scale the resistances as R, = 200 x 0.796= 158 kO and RI = 15.8 kO,
both 1%.

(b) Imposing IHI = IO/JI' +U/J(3)' = I and solving yields f = ItYJW2=1 =
9.950 kHz. Moreover, <r.H = 1800

- tan-I 9950/103 = 95.7".

High-Pass Filter with Gain

Placing a capacitor in series with the input resistor as in Fig. 3.IOa turns the differen­
tiator into a high-pass filter with gain. Letting ZI = Rt + I/sC = (Rt Cs + 1)/sC
and H(s) = -R2/Zt gives

R, IHI (dB)

RZ RtCs
H(s) = -R"; RICs + I

IH\(dB)

(3.26)

of---r--L-.-- m(dec)o '----'--~r--- m(dec)>--....-0 v"

CR,

(b) (a) (b)

FIGURE 3.9

Low-pass filter with gain.
FIGURE 3.10

High-pass filter with gain.
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Vi +

.'IGURE J.11

Phase shifter.

indicating a zero at the origin and a real pole at s = -I I RIC. Lelting s -> j W, we
can express H(s) in the normalized form

H( 'w) = 1f, jwlwo (3.27a)
J 0 I + jwlwo

R2
Ho =-- wo = - (3.27b)

RI RIC

where Ho is called the high-frequency gain and wo is again the -3-dB frequency. As
shown in Fig. 3. lOb, which you are encouraged to justify asymptotically, the circuit
is a high-pass filter.

3

~rs:

(3.31 )

Wideband Band-Pass Filter

The last two circuits can be merged as in FiB. 3.lla to give a band-pass response.
LettingZI =(RI Cp + I)/Cls and Z2 = R2/(R2C2S + I), wegetH(s) =-Z2/Zt,
or

H
R2 RICIS I

(s) =-- (3.28)
RI RICIS + I R2C2S + I

indicating a zero atlhe origin and two real poles at -I I RI CI and -IIR2C2. Though
this is a second-order filter, we have chosen to discuss it here to demonstrate the use of
lower-order building blocks to synthetize higher-order filters. Lelting s -> jw yields

H(jw) = Ho jwlwL (3.29a)
(I + jwlwd(l + jwlWH)

R2 I
Ho = -- WL = -- WH = -- (3.29b)

RI RICI R2C2

where Ho is called the midfrequency gain. The filter is useful with WL «WH, in
which case WL and WH are called the low and high -3-<1B frequencies, This circuit
is used especially in audio applications, where it is desired to amplify signals within
the audio range while blocking out subaudio components, such as dc, as well as
noise above the audio range.

EXAMPLE J.5. In the circuit of Fig. 3.lla specify suitable component values for a
band-pass response with a gain of 20 dB over the audio range.

Solution. Foragainof20dBweneedRz/RI = IO.TryRI = IOkflandR2 = 100kfl.
Then, forlOL = 2lf x 20 radls we need C , = 1/(2lr x 20 x 10 X 103) = 0.7958 /IF. Use
I /IF, and rescale the resistances as R, = 10" x 0.7958;: 7.87 kfl and R, = 78.7 kfl.
For lOH =2lf X 20 kradls, use C2 = 1/(2lf X 20 X 103 x 78.7 X 103 ) ;: 100 pF.

Phase Shifters

In Fig. 3. I2a the noninverting-input voltage Vp is related to Vi by the low-pass
function as Vp = V;/(RCs+ I). Moreover, Vo = -(R21 RI)Vi +(1 + R21 RI)Vp =
2Vp - Vi, Eliminating Vp yields

-RCs + I
H~)= R~+I a.~

I

indicating a zero at s = I I RC and a pole at s =-I I RC. Letting s -> jw yields

H(jw) = : - ~w~wo = 1/- 2tan- l (wlwo)
+ JW WO

C,

With a gain of I VIV, this circuit passes all signals without altering their amplitude.
However, as shown in Fig. 3.l2b, it introduces a variable phase lag from from 0° to
-180°, with a value of _90° at w = WO. Can you justify using physical insight?

Audio signal processing provides a multitude of uses for active filters. Common
functions required in high-quality audio systems are equalized preamplifiers, active
tone control, and graphic equalizers.6 Equalized preamplifiers are used to compen­
sate for the varying levels at which different parts of the audio spectrum are recorded
commercially. Tone control and graphic equalization refer to response adjustments

3.3
AUDIO FILTER APPLICATIONS

(b)

o r-::."e-----::'----.."...---"~ III (dec)

IHI(dB)

(0)

FIGURE J.11

Wideband band-pass filter.

R, C,
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FlGURIl 3.17

Graphic equalizer with n bands.

3.4
STANDARD SECOND·ORDER RESPONSES

while.C2 acts ~s a short, thus allowing for boost orcut control, depending on whether
the wiper posllton IS to the left or to the right, respectively. Outside the band the
circuit provides unity gain, regardless of the wiper position. This stems from the
fact that ~2 acts as an open circuit at low frequencies, and C t acts as a short at high
frequencies. The result is a flat response, but with a peak or a dip over the specified
band. '

It can be proven8 that if the component values are chosen so that

(3.42)

(3.43)

H( ·w) = N(jw)
J I - (w/WO)2 + (jw/wo)/Q

I _.

Q = 2{

The meaning of Q will become clear as we proceed.

jW/wo = D(jw) the all-pass response. Moreover, the presence of a scaling factor
Ho does not change the response type; it only shifts its magnitude plot up or down,
depending on whether IHol > I or IHol < I.

Similar considerations hold for second-order responses. However, since the
degree of the denominator is now 2, we have an additional filter parameter besides
WO0 All second-order functions can be put in the standard form

H(s) = N(s) (340)
(s/WO)2 + 2{(s/wo) + I .

where N (s) is a polynomial in s of degree m ~ 2; WO is called the undamped na/ural
frequency, in radians per second; and { (zeta) is a dimensiOnl~? ~arameter called
the damping ratio. This function has two poles, PI.2 = (-{ ± { - I)wo, whose
location in the s plane is controlled by { as follows:

I. For { > I. the poles are real and negative. The natural response consisls of two
decaying exponentials and is said to be overdamped.

2. For 0 < { < I, the poles are complex conjugate and can be expressed as

PI.2=-{WO±jwo~ (3.41)

These poles lie in the left half plane, and the natural response, now called under­
damped, is the damped sinusoid xo(t) = 2IAIe-~WoI cos(wo~ / + <tAl,
where A is the residue at Ihe upper pole.

3. For { = 0, Eq. (3.41) yields Pl.2 = ±jwo, indicating that the poles lie right on
the imaginary axis. The natural response is a sustained, or undamped. sinusoid
with frequency wo; hence the name for WOo

4. For { < 0, the poles lie in the right half plane, Ihus causing a divrrging response
because the exponent in the term e-~Wol is now positive. Filters must have { > 0
in order to be stable.

The system of trajectories described by the rools as a function of { is the root locus
depicted in Fig. 3.18. Note that for { = I the poles are real and coincident.

Letting s -> j w yields the frequency response, which we shall express in terms
of the alternative dimensionless parameter Q as

(3.38)

(3.39a)

R3» R,

then the center of the band is

R/(n-I) R

"?H~'~~'.
• .-=-. .
ySeC~iOn ~

fo = ""2 + R2/ Rt
201f R2C2

and the gain magnitude Ao at this frequency is variable over the range

3Rt 3R, + R2'
3RI + R2 ~ Ao ~ 3Rt I (3.39b)

. . An n-band equa~izer is .imple.mented by paralleling n sections and summing the
indIVIdual outputs with the Input In a I: (n - I) ratio.8 Thtl> is done with an ordinary
summing amplifier, as in Fig. 3.17. Common choices for the resistances of each
section are R1= 10 kQ, R2 = 100 kQ. and R3 = I MQ. The capacitances are cal­
cUlated using Eqs. (3.38) and (3.39a). An equalizer having one section for each
octave of the audio spectrum is aptly called an oe/ave equalizer.
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(3.44)
HLP(jW) = 1- (w/WO)2 + (jw/W()/Q

All second-order low-pass functions can be pUI in the standard form H (jw) =
HOLPHLP(jW), where HOLP is a suitable constant referred 10 as the de gain. and

I

The Low-Pass Response HLPSecond-order filters are important in their own right and are building blocks of
higher-order filters as well, so we investigate their responses in detail before turning
to actual circuils.

Looking back at the low-pass, high-pass, and all-pass responses of Section
3.2, we observe that they have the same denominator D(jw) = I + jw/wo and that
it is the numerator N(jw) that determines the type of response. With N(jw) = I
we get the low-pass, with N(jw) = jw/WO the high-pass, and with N(jw) = I _

r 0'



129

SECTION J.4
Siandard

Second-Order
Responses

(b)

20 ..-..---r_'%'""":::-.,.......,
IOl-h-:+~H-+-1

- 30 h"'--I--I~I---I--1

- 40 IL.L.-...I-...I-...I--J.....J
0.1 0.2 0.5 1.0 2.0 5.0 10

~
0

·i
-10

0 -20

W/lJJo

(0)

- 30 I-+--+-f~t- ...c-I

The standard form of all second-order high-pass functions is H (jw) = HOHP HHP
(jw), where HOHP is called the high-frequency gain. and

H 'w _ _(w/WO)2
HP{j ) - I _ (w/WO)2 + (jw/WO)/ Q (3.47)

(Note that the negative sign in the numerator is part of the definition.) Lelling j w -+ s
reveals that H (s), besides the pole pair, has a double zero at the origin. To construct

FIGURE J.19
Standard second-order responses for different values of Q: (a) low-pass and
(b) high-pass.

The High-Pass Response Hop

transition from one asymptote to the other is very gradual, while for high Qs there is
a range offrequencies in the vicinity of w/WO = I where IHLPI > I, aphenomenon
referred to as peaking.

One can prove that the largest Q before the onset of peaking is Q = I/.J'i =
0.707. The corresponding curve is said to be maximally flat and is also referred to as
the Butterworth response. This curve is the closest to the brick-wall model, hence
its widespread use. By Eq. (3.45c),IHLPldB = (I/.J'i)dB = -3 dB. The meaning
of WO for the BUllerworth response is the same as for the first-order case, that is, WO
represents the -3-dB/requency• also called the cutofffrequency.

It can be proven that in the case of peaked responses, or Q > I/.J'i, the fre­
quency at which IHLPI is maximized and the corresponding maximum are

w/WO = VI - 1/2Q2 (3.46a)

; Q
IHLpimax = JI _ 1/4Q2 (3.46b)

For sufficiently large Qs, say, Q > 5, we have w/WO ~ I and IHLPlmax ~ Q.
Of course, in the absence of peaking, or Q < I/.J'i, the maximum is reached at
w/WO = 0, that is, at de. Peaked responses are useful in the cascade synthesis of
higher-order filters, to be covered in Chapter 4.

(3.45c)

(3.45a)

(w/wo = I)

(w/wo « 1)IHLPldB = 0

FIGURE J.18
Rool locus for a second-order Iransfer funclion.

In the frequency region near w/ WO = I we now have a family ofcurves, depending
on the value of Q. Contrast this with the first-order case, where only one curve
was possible.

The second-order response, besides providing a high-frequency asymptotic
slope twice as steep, offers an additional degree of freedom in specifying the magni­
tude profile in the vicinity ofw/WO = I. In actual applications, Q may range from as
low as 0.5 to as high as 100, with values near unity being by far the most common.
The magnitude plot is shown in Fig. 3.19a for different values of Q. For low Qs the

_----<~4_-~*-~+_~~~~- C1

{=o

I

2. For w/WO » I, the second denominator term dominates over the other two,
so HLP -+ -1/(w/WO)2. The high-frequency asymptote is IHLPldB =
2010g lO[I/(w/WO)2J, or

IHLPldB = -4OIog lO (w/WO) (w/WO» I) (3.45b)

This equation is of the type y = -40x, or a straight line with a slope of -40dB/dec.
Compared to the first-order response, which has a slope of only -20 dB/dec, the
second-order response is closer to the idealized brick-wall profile.

3. For w/WO = I, the two asymptotes meet since lelling w/WO = I in Eq. (3.45b)
gives"Eq. (3.45a). Moreover, the first and second denominator terms cancel each
other out to give HLP = - j Q, or

To construct the magnitude plot we use asymptotic approximations.

I. For w/ Wo « I, the second and third denominator terms can be ignored in com­
parison with unity, so HLP -+ I. The low-frequency asymptote is thus

jw 20

t
10

rs:
~

0
{=o

-10c

d -20



Letting s --. j w yields

I
H(jw) = K .

1 - w2RICIR2C2 + ]w[(1 - K)RIC, + RIC2 + R2C2]

Next, we put this function in the standard form H(jw) = HOLPHLP(jW), with
HLP(jW) as in Eq. (3.44). To do so, we equate the coefficients pairwise. By
inspection,
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feedback. In Fig. 3.22b the output of the R2-C2 stage is magnified by an amplifier
with gain K, and then is fed back to the interstage node viaCl, whose bottom terminal
has been lifted off ground to create the positive feedback path. This feedback must be
effective only in the vicinity of w = WO, where bolstering is specifically needed. We
can use physical insight to verify the band-pass nature of the feedback: for wlwo « I
the impedance of C I is simply too large to feed back much signal, whereas for
wlwo» I the shunting action by C2 makes Vo too small to do much good: however,
near wiW() = I there will be feedback, which we can adjust for the desired amount
of peaking by acting on K. Filters of the type of Fig. 3.22b are aptly called KRC
filters--{)r also Sallen-Key filters, for their inventors.

HOLP = K

Letting w2RI CI R2C2 = (wlWO)2 gives

(3.6Oa)

Low-Pass KRC Filters

Summing currents at node VI,

In Fig. 3.23 the gain block is implemented with an op amp operating as a noninverting
amplifier, and

Imposing RI = R2 =Rand CI =C2 =C simplifies inventory andreducesEq. (3.60)
to

Equal-Component KRC Circuit

I
WO = (3.6Ob)

JRICI R2C2

indicating that WO is the geometric mean of the individual-stage frequencies WI =
II RI CI and W2 = II R2C2. Finally, letting jw[(1 - K)RICI + RIC2 + R2C2) =
(jwlwo)1 Q gives

I
Q (3.6Oc)

= (1- K)JRICIIR2C2 + JRIC2/R2CI + J R2C2/RICI

We observe that K and Q depend on component ratios, while WO depends on
component products. Because of component tolerances and op amp nonidealities,
the parameters of an actual filter are likely to depart from their intended values. Our
filter can be tuned as follows: (a) adjust RI for the desired WO (this adjustment varies
also Q); (b) once WO has been tuned, adjust RB for the desired Q (this leaves WO
unchanged; however, it varies K, but this is of little concern because it does not affect
the frequency behavior).

Since we have five parameters (K, RI, CJ, R2' and C2) but only three equations,
we have the choice of fixing two so we can specify design equations for the remaining
three. Two common designs are the equal-component and the unity-gain designs
(other designs are discussed in the end-of-chapter problems).

(3.59)

Note that Vo is obtained from the output node of the op amp to take advantage of its
low impedance. By inspection,

Vi - VI Vol K - VI Vo - VI--+ + =0
R I R2 I/Cls

Eliminating VI and collecting, we get

Vo K

H(s) = Vi = RICI R2C2S2 +[(1-K)RIC, +RIC2+R2C2]S+ I

E X A M PI. E J.8. Using the equal-component design. specify elements for a second-order
low-pass filter with 10 = I kHz and Q = 5. What is its de gain?

SolutIon. Arbitrarily select C = 10 nF, which is an easily available value. Then,
R = 1/(woC) = 1/(2,,10) x 10 x 10-9) = 15.92 kg (use 15.8 kQ, 1%). More­
over, K = 3 - 1/5 = 2.80. and Ra/R. = 2.80 - I = 1.80. Let R. = 10.0 kg. 1%;
then, Ra = 17.8 kg, 1%. The circuit. shown in Fig. 3.24a. has a de gain of 2.78 V/Y.

c,
I I

HOLP = K WO = RC Q=- (3.61 )
3- K

Vo
The design equations are then

RC = l/wo K=3-IIQ RB = (K - I)RA (3.62)

FIGURE 3.23

Low-pass KRC filter.

Himesh Kothari
Highlight

Himesh Kothari
Highlight



137

SECTION 3.5
KRC Filters

>-.....-0 Vo

FIGURE 3.25
Filter of Example 3.10.
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Unity:Gain KRC Circuit

Imposing K = I minimizes the number of components and also maximizes the
bandwidth of the op amp, an issue that will be studied in Chapter 6. To simplify the
math, we relabel the components as R2 = R, C2 = C, R( = mR, and CI = nCo
Then, Eq. (3.60) reduces to

You can verify that for a given n, Q is maximized when m =I, that is, when the
resistances are equal. With m = I, Eq. (3.64) gives n = 4Q2. In practice, one stalts
out with t~;o easily available capacitances in a ratio n ::: 4Q2; then m is found as
m = k + k2 - I, where k = n/2Q2 - I.

Aold R,
RIA = R,-- R'B = (3.63)

Anew I - Anew/ Aold

In our case. Aold = 2.8 VIV and Anew = I V/V. So, R'A = 15.92 x 2.8/1 = 44.56 kO
(use 44.nO, 1%) and R'B = 15.92/{I - 1/2.8) = 24.76 kO (use 24.9 kO, 1%). The
circuit is shown in Fig. 3.24b.

DC low-pa.. filter: fO • 10 kH.. Q • 3.

Vi 1 0 8C lV

RIO 1 3 S.76k
R 3 4 3.Uk

Cll 3 3 301l1'

C 4 0 11l1'

eDA 3 0 4 3 lG
.8C dec 100 ltH. 100tH.

•probe

•end

The frequency response is shown in Fig. 3.26.

EXAMPLE 3.11. (a) Design a second-order low-pass Butterworth filter with a -3-dB
frequency of 10 kHz. (b) If Vi (t) = 10 cos (411" 1000t - 90°) V, find volt).

Solution.

(a) The Butterworth response, for which Q = 1/../2, is implemented with m = I and
n = 2. Letting C = I nF, we get nC = 2 nF and mR = R = 11.25 kO (use 11.3
kO,I%).

(b) Since w/"", = 2. we have H(j411" 10") = 1/11 - 22 + j2/(I/../2») = (I/m)
1136.690 V/V. So, Yom = IO/m = 2.426 V,I!" = 136.69° - 90° = 46.69°, and
volt) = 2.426 cos (411" 1000t + 46.69°) V.

EXAMPLE 3.10. (a) Using the unity-gain option, design a low-pass filter with 10 =
10 kHz and Q = 2. (b) Use PSpice to visualize its frequency response.

Solution.

(a) Arbitrarily pick C = I nF. Since 4Q' = 4 X 2' = 16, let n = 20. Then, nC = 20 nF,
k =20/(2 x 22) - I = 1.5, m = 1.5 + vIf52=I = 2.618, R = 1/(Ji"'i"",C) =
1/(-/2.618 x 20 x 211"10" x 10-9) = 2.199 kO (use 2.21 kO, 1%), and mR =
5.758 kO (use 5.76 kO, 1%). The filter is shown in Fig. 3.25.

(b) Using the node numbering shown, we write the PSpice file:

The advantages of the unity-gain design are offset by a quadratic increase of
the capacitance spread n with Q. Moreover, the circuit does not enjoy the tuning
advantages of the equal-component design because the adjustments of W() and Q
interfere with each other, as revealed by Eq. (3.64). On the other hand, at high Qs
the equal-component design becomes too sensitive to the tolerances of RB and RA,

(3.64)

(h)

Q = .;mn
m + I

I
W() = -.;mn""m=n-=-RC-=-HOLP = I V/V

(a)

EXAMPLE 3.9. Modify the circuit of Example 3.8 for a de gain of 0 dB.

Solution. This situation arises often enough to merit a detailed treatment. To reduce
gain from an existing value Aold to a different value Anew, apply Thevenin's theorem and
replace R, with a voltage divider R'A and R'B such that

R'B
Anew = Aold R'A II R'B = R,

R'A + R'B
where the second constraint ensures that"", is unaffected by the replacement. Solving,
we get

FIGURE 3.24
Filter realizations of Examples 3.8 and 3.9.
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The Band-Pas.~Response HBP

(3.52)

(3.5Ib)

(3.5Ia)
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WL = wo(JI + 1/4Q2 - 1/2Q)

WH = wo(JI + 1/4Q2 + 1/2Q)
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FIGURE 3.10
(0) Standard second-order band-pass response as a function of Q, and
(b) its bandwidth BW.

The Notch Response HN

The most common form for the notch function is H(jw) = HONHN(jW), where
HON is an appropriate gain constant, and

. 1- (w/WO)2
HN{JW) = I _ (w/WO)2 + (jw/WO)/Q (3.54)

(In Section 3.7 we shall see that other notch functions are possible, in which WO in
the numerator has not necessarily the same value as WO in the denominator.) Letting
jw ---+ s reveals Ihat H(s), besides the pole pair, has a zero pair on the imaginary

wo
Q = BW (3.53)

that is, Q is the selectivity. We now have a more concrete interpretation for this
parameter.

that

The resonance frequency WO is the geometric mean ofWL andwH, indicating that on
a logarithmic scale WO appears halfway between WL and WH. It is apparent that the
narrower the bandwidth, the more selective the filter. However, selectivily depends
also on WO' since a filter with BW = 10 rad/s and WO = I krad/s is certainly more
selective than one with BW = 10 rad/s but WO = 100 rad/s. A proper measure of
selectivity is the ratio WO/BW. Subtracting Eq. (3.5la) from Eq. (3.51 b) and taking
the reciprocal, we get

(3.50)

(3.49c)

(3.49b)(w/wo» I)

(w/wo = I)

BW=WH -WL

IHBPldB = 0

IHBPldB = -2010g lO (w/WO) - QdB

The standard form of all second-order band-pass functions is H (jw) = HOBP HBP
(jw), where HOBP is the called the resonance gain, and

H (. ) (jw/WO)/Q
BP JW = I _ (w/WO)2 + (jw/WO)/Q (3.48)

(Note that Q in the numerator is part of the definition.) Besides the pole pair, this
function has a zero at the origin. To construct the magnitude plot we use asymptotic
approximations.

I. For w / WO « I, we can ignore thb second and third denominator terms and
write HBP ---+ (jw/WO)/Q. The low-frequency asymptote is thus IHBPldB =
2010gJ()[(w/WO)/QJ, or

IHBPldB = 20 10gJ()(w/WO) - QdB I(w/WO « I) (3.49a)

This equation is of the type y = 20x - QdB, indicatii\g a straight line with a slope
of +20 dB/dec, but shifted by - QdB with respecllo the< O-dB axis at w/WO = I.

2. For w/ WO » I, the second term dominates in the denominator, so HBP ---+

- j I/(w/WO)Q. The high-frequency asymptote is thus

the magnitude plot we can again use asymptotic approximations; however, the pro­
cedure can be speeded up considerably by noting that the function HHP(jW/WO) can
be obtained from HLP(jW/WO) by the substitution of (jw/WO) ---+ I/(jw/WO). As
shown in Fig. 3.19b, the magnitude plot of HHP is thus the mirror image of that of
HLP. Equation (3.46) still holds, provided we replace w/WO with WO/w.

This is a straight line with the same amount of downshift as before, but with a
slope of - 20 dB/dec.

3. Forw/WO = I, we get HBP = I,or

One can prove that IHBPI peaks at w/WO = I regardless of Q, this being the reason
why WO is called the peak. or resonance, frequency.

Magnitude is plotted in Fig. 3.2Oa for different Qs. All curves peak at 0 dB.
Those corresponding to low Qs are broad, but those corresponding to high Qs are
narrow, indicating a higher degree of selectivity. In the vicinity ofw/ WO = I the high­
selectivity curves are much steeper than ±20 dB/dec, though away from resonance
they roll off at the same ultimate rate of ±20 dB/dec.

To express selectivity quantitatively, we introduce the bandwidth

where Wt, and WH are the -3-dB frequencies, that is, the frequencies at which the
response is 3 dB below its maximum, as depicted in Fig. 3020b. One can proves
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FIGURE 3.2t
Slandard second-order responses for different values of Q: (a) notch and
(b) all-pass.

axis, or ZI,2 = ±jWO. We observe that at sufficiently low and high frequencies,
HN --+ I. However, for w/WO = I we get HN --+ 0, or IHNldB --+ -00. The notch
response is shown in Fig. 3.21a, where we note that the higher the Q, the narrower
the notch. For obvious reasons, W(J is called the notchfrequency. In a practical circuit,
due to component nonidealities, an infinitely deep notch is unrealizable.

It is iQteresting to note that

synthesized as

(3.58)

Filter Measurements

Because of component tolerances and other nonidealities, the parameters of a prac­
tical filter are likely to deviate from their design values. We thus need to measure
them and, if necessary, to tune them via suitable potentiometers.

For a low-pass filter we have HLP(jO) = HOLP and HLP(jWO) = - j HOLPQ·
To measure WO we look forthe frequency at which the output is shifted by 90° with
respect to the input, and to measure Q we take the ratio Q = IHLP(jWo)I/IHoLPI.

For a band-pass filter we have HBP(jWO) = HOBP, 4:HBP(jwLl = 4:HoBP-45°,
and 4:HBP(jwH) = 4:HOBP - 135°. Thus, W(J is measured as thefrequency at which
the output is in phase with the input if HOBP > 0, or 180° out of phase if HOBP < O.
To find Q, we measure the frequencies WL and WH at which the OUlput is shifted by
±45° with respect to the input. Then, Q = WO/(WH - wLl· The reader can apply
similar considerations to measure the parameters of the other responses.

3.5
KRCFlLTERS
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The AII·Pass Response HAP

(b)(al

Since an R-C stage provi~ a first-order low-pass response, cascading two such
stages as in Fig. 3.22a ought tQ provide a second-order response, and without using
any inductances. Indeed, at low frequencies the capacitors act as open circuits, thus
letting the input signal pass through with H --+ IV/V. At high frequencies the
incoming signal will be shunted to ground first by C\ and then by C2,thus providing
a two-step attenuation; hence the designation second-order. Since at high frequencies
a single R-C stage gives H --+ I /(jw/WO), the cascade combination of two stages
gives H --+ [I/(jw/W\)) x [I /(j"'/Wl)) = -1/(w/WO)2, W(J = v"WIWl, indicating
an asymptotic slope of -40 dB/dec. The filter of Fig. 3.22a does meet the asymptotic
criteria for a second-order low-pass response; however, it does not offer sufficient
flexibility for controlling the magnitude profile in the vicinity of w / WO = I. In fact,
one can prove5 that this all-passive filter yields Q < 0.5.

If we wish to increase Q above 0.5, we must bolster the magnitude response
near w = WOo One way to achieve this is by providing a controlled amount of positive

(3.55)

(3.56)

(3.57b)

(3.57a)

H (
.) 1- (w/WO)2 - (jw/WO)/Q

AP JW =
1- (w/WO)2 + (jw/WO)/Q

XH 2t -I (w/WO)/Q & / I... AP = - an ,or w WO <
I - (w/WO)2

4:HAP = -360° - 2tan- 1 (w/WO)/Q forw/wo> I
1- (w/WO)2

indicating alternative ways of synthesizing the notch response once the other re­
sponses are available.

This function has two poles and two zeros. For Q > 0.5, the zeros and poles are
complex and are symmetrical about the jw axis. Since N(jw) = D(jw), we have
IHAPI = I, or IHAPldB = 0 dB, regardless offrequency. The argument is

Its general form is H(jw) = HOAPHAP(jW), where HOAP is the usual gain term,
and

indicating that as wtwo is swept from 0 to 00, the argument changes from 0°, through
-180°, to -360°. This is shown in Fig. 3.2Ib. The all-pass function can also be

FIGURE 3.22
(a) Passive and (b) active realization of a second-order low-pass filler.
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High-Pass KRC Filters

FIGURE 3.27
High-pass KRC filter.

EXAMPLE 3.12. Designasecond-orderhigh-pessfilterwithfo = 200HzandQ = 1.5.

Solution. To minimize the component count, choose the unity-gain option, for which
RA = 00 and RB = O. Lelling C1 = nCz and R, = mRz in Eq. (3.65) gives ~ =
l/JiMRCandQ = (.;nTm)/(n + I). LetC, =Cz =O.ljLF,sothatn = I.Imposing
1.5 = (.;rTm)/2 gives m = 1/9, and imposing 2Jr200 = 1/(Jf79Rz x 107 ) gives
R2 = 23.87 kSl and R, = mRz = 2.653 kSl.

Q= JI+RI/ R3
[I + (I - K)R,/R3IJR2C2IR,C, + JR,C2IR2C, + JRIC./R2C2

(3.66b)

Band-Pass KRC Filters

The circuil of Fig. 3.28 consisls of an R-C slage followed by a CoR stage to synthe­
size a band-pass block, and a gain block to provide positive feedback via R3. This
feedback is designed to bolster the response near (J)IW() = I. The ac analysis of Ihe
filler yields Vol Vi = HoopHop, where Hop is given in Eq. (3.48), and

K JI + RI/R3
Hoop = W() = '"'ti"=;~~'F

I + (I - K)R,I R3 + (I + CI/C2)R,1 R2 JR,C, R2C2
(3.600)

f----------------------------.-----------_.----------- ------ ------,
o

-"11
, ,, ,
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1. OOfz 10KHz 10ClCHz
a 'ip(3)-Yp(l) • -90

":
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a (I)(V(3)/V(l})o --0- • _. _0 • _

FIGURE 3.26
Frequency response of the filter of Fig. 3.25.

when their ralio is very close 10 2. A slighl mismalch may cause an inlolerable
departure of Q from Ihe desired value. Should Ihis ralio reach (or even surpass) 2,
Q will become infinile (or even negalive), causing Ihe filler 10 oscillale. For these
reasons, KRC filters are used for Qs below 10. Seclion 3.7 presenls filler lopologies
suiled 10 high Qs.
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Inlerchanging Ihe componenls of a low-pass R-C slage wilh each other turns it into
a high-pass CoR stage. Interchanging resistances and capacilances in the low-pass
filter of Fig. 3.23 leads 10 Ihe filler of Fig. 3.27, which you can readily classify as
a high-pass Iype using physical insight. By similar analysis, we find Ihal Vol Vi =
HOHPHHP, where HHP is given in Eq. (3.47), and

I
HOHP = K W() = (3.65a)

JRICI R2C2
I

Q = (3.65b)
(I - K)JR2C2IR,C, + JR,C2IR2C, + JR,CdR2C2

As in Ihe low-pass case, Iwo inleresting oplions available 10 Ihe designer are Ihe
equal-component and Ihe unity-gain designs.

We again note Ihal one can vary RI 10 lune W() and RB 10 adjusl Q.

1'"

EXERCISE 3.1. Derive Eq. (3.65).
FIGURE 3,2'
Band-pass KRC filter.



If Q > v'i/3, a convenient choice is RI = R2 = R3 = Rand CI = C2 = C,
in which case the above expressions reduce to

RB = (K - I)RA

3
~rs: K v'i

HOBP = 4 _ K WO = RC

The corresponding design equations are

RC = ..filwo K =4 - ..fiIQ
EXERCISE 3.1. Derive Eqs. (3.66) through (3.68).

Q= ..fi
4- K

(3.67)

(3.68)

EXAMPLE 3.14. Design a second-order notch filter with io = 60 Hz and BW = 5 Hz.
What is its low- and high-frequency gain?

Solution. Let C = 100 nF and 2C =2oonF. Then, R = 1/(21160 x 10-7) =26.53 kQ,
and R/2= 13.26kQ. Since Q =60/5 = 12, weget2K =4-lfl2, or K =47/24, which
represents the low- as well as the high-frequency gain of the filter. Use R. = 10.0 kn
and RB =9.53 kn.

3.6
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Multiple­
Feedback

Filters

EXAMPLE 3.13. (a) Design a second-order band-pass filter with io = I kHz and
BW = 100 Hz. What is its resonance gain? (b) Modify the circuit for a resonance gain
of 20 dB.

Solution.

(a) Use the equal-component option with C, = C2 = 10 IIF and R, = R1 = R3 =
.;'i/(211 103 X 10-8 ) = 22.5 kn (use 22.6 kQ, 1%). We need Q = io/BW = 10,
so K = 4 - .;'iflO = 3.858. Pick R. = 10.0 kn, 1%. Then, RB = (K - I)R. =
28.58 kQ (use 28.7 kn, 1%). The resonance gain is K /(4 - K) =27.28 VN.

(b) Replace R, with two resistances RIA and R,B, in the manner of Example 3.9, whose
values are found via Eq. (3.63) with Ao'd = 27.28 V/V and Anew = 1020/20 =
10 V/Y. This gives RIA = 6\.9 kn, 1%, and R'B = 35.7 HI, 1%.

Band·Reject KRC Filters

Multiple-feedback filters utilize more than one feedback path. Unlike their KRC
counterparts, which configure the op amp for a finite gain K, multiple-feedback
filters exploit the full open-loop gain and are also referred to as infinite-gain filters.
Together with KRC filters, they are the most popular single-op-amp realizations of
the second-order responses.

Band-Pass Filters

In the circuit of Fig. 3.30, also called the Delyiannis-Friend filter, named after its
inventors, the op amp acts as a differentiator with respect to VI, so we write

Vo = -sR2C2 VI

Summing currents at node VI,

Vi - VI Vo - VI 0 - VI--+ +--=0
RI I/sCI I/sC2

Eliminating VI, letting s ..... jw, and rearranging,

H(jw) = Vo = j -jwR2C2
Vi I - w2RI R2CI C2 + jwRI (CI + C2)

To put this function in the standard form H(jw) = HOBPHBP(jW), we impose
w2RIR2CIC2 = (wlWO)2 to get

The circuit of Fig. 3.29 consists of a twin-T-network and a gain block to provide pos­
itive feedback via the top capacitance. The T-networks provide alternative forward
paths through which Vi can reach the amplifier's input: the low-frequency path R-R,
and the high-frequency palh C-C, indicating H ..... K at the frequency extremes.
At intermediate frequencies, however, the two paths provide opposing phase angles,
indicating a tendency of the two forward signals to cancel each other out at the
amplifier's input. We thus anticipate a notch response. The ac analysis of the circuit
gives Vol Vi = HONHN, where HN is given in Eq. (3.54), and

I I
HON = K WO = RC Q = 4 _ 2K (3.69)

EltERCISE 3.3. Derive Eq. (3.69).
I

WO = -.jr-Rr
l
'iiR;=2C""I=;C""2 (3.700)

>-""'-0 v"

c,

FIGURE 3.19
Band-rejecl KRC filter.

FIGURE 3.30
Multiple-feedback band-pass filter.
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316 kG

>-_---<l V.

FIGURE 3.31

Band-pass filter of Example 3.15.
FIGURE 3.31

Multiple-feedback low-pass filter.

Denoting resonance-gain magnitude as Ho = IHoBPI for simplicity, we observe
that it increases quadratically with Q. If we want Ho < 2Q2, we must replace RI
with a voltage divider in the manner of Example 3.9. The design equations are then

RIA = Q/HoWOC RIB = R\A/(2Q2/ Ho - I) (3.73)

EXAMPLE 3.15. Design amultiple-feedback band-pass filter with 10 = I kHz, Q = 10.
and Ho = 20 dB. Show the final circuit.

Solution. Let C, = C2 = 10 nF. Then, R2 = 2 X 1'1/(211" 103 x 10-8) = 318.3 kO
(use 316 kO, 1%). Since 20 dB implies Ho = 10 VlV, which is less than 2Q2 = 200,
we need an input attenuator. Thus, RIA = 10/(10 X 211"103 x 10-8) = 15.92 kO (use
15.8 kO. 1%). and R'B = 15.92/(200/10 - I) = 837.7 0 (use 8450, 1%). The circuit
is shown in Fig. 3.31.

and jwRI (CI + C2) = (jw/WO)/Q to get

Q = ./R2TffIv'Cl7Ci. +..,!C2TC( (3.70b)

Finally, we impose - jwR2C2 = Ho~p x (jw/WO)/ Q to get

~
-R2/Rl

HOBP = (3.7Oc)
~ I +C\/C2

/ ~<}ro- Clearly, this filter is of the inverting type. It is customary to impose C\ = C2 = C,
lJQ} after which the above expressions simplify to

""-Q!J wo- I Q=O.5JR2/R I HOBP=-2Q2 (3.71)~ - JRI R 2C

The corresponding design equations are

(3.74)

Moreover, the presence of positive feedback via R3 should allow for Q control. The
ac analysis of the circuit gives Vol Vi = HOLPHLP, where

R3 I
HOLP = - R\ WO = J R2R3C\C2

Q= ~
JR2 R3/Rr + JTf311fi. + J1fiJ1f3

These expressions indicate that we can vary R3 to adjust WO, and R\ to adjust Q.

EXERCISE 3.4. Derive Eq. (3.74).

Apossible design procedure2 is tochoose aconvenient value for C2 and calculate
C\ = nC2, where n is the capacitance spread,

n ~ 4Q2(1 + Ho) (3.75)

Ho being the desired dc-gain magnitude. The resistances are then found as

_ I + JI - 4Q2(1 + Ho)/n R\ = R3 R2 = I (3.76)
R3 - 2WOQC 2 Ho Wfi R3C IC2

Adisadvantage of this filter is that the higher the Q and Ho, the greater the capacitance
spread.

I
EXAMPLE 3.16. Design a multiple-feedback low-pass filter with Ho = 2 VIV, 10 =
10 kHz, and Q = 4.

Solution. Substituting the given values yields n ~ 192. Let n = 200. Start out with
C2 = I nF. Then, C, = 0.2 /LF, R3 = 2.387 HI (use 2.37 kO, 1%), RI = 1.194 kO
(use 1.18 kO, 1%), and R3 = 530.5 0 (use 536 0,1%).

(3.72)R2 = 2Q/WOCR\ = 1/2woQC

Low-Pass Filters

The circuit of Fig. 3.32 consists of the lOW-pass stage Rl-C\ followed by the integra­
tor stage made up of R2, C2, and the op amp, so we anticipate a low-pass response.

Notch Filters

The circuit of Fig. 3.33 exploits Eq. (3.55) to synthesize the notch response using the
band-pass response. By inspection, Vo = -(Rs/R3)(-H?HBP)Vi -(Rs/R4)Vi =
-(Rs/R4)[1 - (HoR4/R3)HBP]Vi. It is apparentthatlmposmg HoR4/R3 = I

. ., "1
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FIGURE 3.33
Synlhesis of HN using HBP·

FIGURE 3.34

Siale-variable tiller (inverting).

State-Variable (SV) Filters

leads to a mutual cancellation of the (jw/WO)/Q tenns in the numerator, giving
Vo/Vj = HONHN, HON = -Rs/R4.

The SV filter-also known as the KHN filter for inventors W. J. Kerwin, L. P.
Huelsman, and R. W. Newcomb, who first reported it in 1967-uses two integra­
tors and a summing amplifier to provide the second-order low-pass, band-pass, and

The second-order filters investigated so far use a single op amp with a minimum
or near-minimum number of external components. Simplicity. however, does not
come without a price. Drawbacks such as wide component spreads; awkward tuning
capabililies; and high sensitivity to component variations, particularly to the gain of
the amplifier, generally limit these filters to Q ::s: 10.

Component minimization, especially minimization of the number of op amps,
was of concern when these devices were expensive. Nowadays, multiple-op-amp
packages such as duals and quads are cost-competitive with precision passive com­
ponents. The question then arises whether filter perfonnance and versatility can
be improved by shifting the burden from passive to active devices. The answer is
provided by multiple-op-amp filters, such as the state-variable and biquad types,
which, though using more components, are generally easier to tune, are less sen­
sitive to passive component variations, and do not require extravagant component
spreads. Since they provide more than one response simultaneously. they are also
referred to as universal filIUS.

(3.77)

(3.78)

(3.79)

high-pass responses. A fourth op amp can be used to combine the existing responses
and synthesize the notch or the all-pass responses. The circuit realizes a second-order
differential equation, hence its name.

In the SV version of Fig. 3.34, OA I fonns a linear combination of the input and
the outputs of the remaining op amps. Using the superposition principle. we write

Rs Rs ( Rs) RIVHP=--Vj--VLP+ 1+--- VBP
R3 R4 R311 R4 R\ + R2

Rs Rs I + Rs/R3 + Rs/ R4 V
= --Vj - -VLP+ BP

R3 R4 1+ R2/RI
Since OA2 and OA3 are integrators, we have

-I -I
VBP = --VHP VLP = --VBP

R6C\S R7C2S

or VLP = (1/ R6C, R7C2S2) VHP. Substituting VBP and VLP into Eq. (3.77) and col­
lecting, we get

VHP Rs R4R6CI R7C2S2/RS
v;- = R3 R4R6C\R7C2S2/Rs + R4(1 + Rs/R3 + Rs/R4)S/(I + R2/RI)Rs + I

Putting this expression in the standard fonn VHP/ Vj = HOHPHHP allows us to find
HOHP = -RS/R3 and

./lfSTff4 (I + R2/ RIl-!RsR6CIlR4R7C2
WO = Q = -'-----'=-----.:..-.:.-=---=----'-'---'--'------"

-!R6CIR7C2 1+ RS/R3 + Rs/R4
Using VBP/Vj=(-I/R6CIS)VHP/Vj indicates that VBP/Vj=HoBPHBP, and
also allows us to find HOBP. We similarly find VLP/Vj= (-I/R7C2S)VBP/Vj=
HOLPHLP. The results are

RS 1+ R2/R\ R4
HOHP = -- HOBP = HOLP = -- (3.80)

R3 1+ R3/R4 + R3/RS R3
The above derivations reveal some interesting properties: first, the band-pass

response is generated by integrating the high-pass response, and the low-pass is in
tum generated by integrating the band-pass; second, since the product of two transfer
functions corresponds to the addition of their decibel plots, and since the integrator
plot has a constant slope of -20 dB/dec, the band-pass decibel plot is obtained by

3.7
STATE-VARIABLE AND BIQUAD FILTERS

EXAMPLE 3.17. Design a notch tilter wilh to = 1 kHz, Q = 10, and HON =0 dB.

Solution. Firsl, implemenl a band-pass slage with to = I kHz, Q = 10, and Ho = I VI
V. Using C, = C2 = 10 nF, this requires R2 = 318.3 kQ, RIA = 159.2 kO, and
R'B = 799.8 Q. Then, use R3 = R4 = Rs = 10.00 kQ.I



(3.82a)

(3.82b)HOLP = I/QHOBP =-1

wo=I/RC

RS
HOLP = RI

HOHP = I/Q

We observe that unlike the SV filter, the biquad yields only two significant responses.
However, since all its op amps are operated in the inverting mode, the circuit is
immune from common-mode limitations, an issue to be studied in Chapter 5.

R,

Also known as the Tow- Thomasfilter. for its inventors, the circuit ofFig. 3.36 consists
of two integrators, one of which is of the lossy type. The third op amp is a unity­
gain inverting amplifier whose sole purpose is to provide polarity reversal. If one of
the integrators is allowed to be of the noninverting type, the inverting amplifier is
omitted and only two op amps are required.

To analyze the circuit, we sum currents at the inverting-input node of OA I,

V; - VLP VBP VBP 0-+--+-+--=
RI Rs R2 l/sCI

Letting VLP=(-I/R4C2S)VBP and collecting gives VBP/Vi=HoBPHBP and
VLP/ Vi = (-1/ R4C2S) VBP/ Vi = HOLPHLP, with

The Biquad Filter

indicating that for w = wo all three responses now exhibit O-dB magnitudes. The
band-pass plot is as in Fig. 3.20a; the low- and high-pass plots are as in Fig. 3.19,
but shifted downward by QdB·

can be shown (see Problem 3.36) that with the components shown, we now have

(3.8Ia)

(3.8Ib)

cR

HOLP = -IHOBP = Q

wo = I/RC

HOHP =-1

The filter is tuned as follows: (a) adjust R3 for the desired magnitude of the response
of interest; (b) adjust R6 (or R7) to tune wo; (e) adjust the ratio R2/ RI to tune Q.

t
EXAMPLE 3.18. In the circuit of Fig 3.34 specify component values for a band-pass
response with a bandwidth of 10 Hz centered at I kHz. What is the resonance gain?

Solution. Pick the convenient values C, =Cz= lOnE Then, R = 1/(21f 10-' x 10-8 ) =
15.92 kQ (use 15.8 kQ. 1%). By definition, Q = fo/BW = IOJ /10 = 100. Imposing
(\ + Rz/ R, )/3 = 100 gives Rz!R, = 299. Pick R, = 1.00 kQ, I%, and Rz = 301
kQ, 1%. To simplify inventory. let also RJ = R. = Rs = 15.8 kQ, 1%. The gain at
resonance is Hoop = 100 VI V.

Equation (3.81 b) indicates that at w = wo all three responses exhibit a magnitude
of Q VIV. In high-Q situations this may cause the op amps to saturate, unless the
input signal level is kept suitably low. Low-input levels can be obtained by replacing
R) with a suitable voltage divider, in the manner of Example 3.9 (see Problem 3.35).

Moving the input signal from the inverting to the noninverting side ofOA I results
in the circuit of Fig. 3.35, which represents another popular form of the SV filter. It

rotating the high-pass decibel plot clockwise by 20 dB/dec, and the low-pass plot
by a similar rotation of the band-pass plot.

We observe that Q is no longer the result of a cancellation, as in the case of
KRC filters, but depends on the resistor ratio R2/RI in a straightforward manner.
We therefore expect Q to be much less sensitive to resistance tolerances and drift.
Indeed. with proper component selection and circuit construction, the SV filter can
easily yield dependable Qs in the range of hundreds. For best results, use metal-film
resistors and polystyrene or polycarbonate capacitors, and properly bypass the op
amp supplies.

The SV filter is usually implemented with Rs = R4 = R3' R6 = R7 = R, and
C. = C2 = C, so the earlier expressions simplify to

I
Q = 3(1 + R2/RJ}
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FIGURE 3.35
State-variable filter (noninverting).

FIGURE 3.36
Biquad fi Iter.
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(3.85b)

SECTION 3.7

(3.85a) State-Variable and
Biquad Fillers

Rsw2
Wz = woJI + R2/R4Q HOLP =-~ (3.87)

R2Wij

indicating Wz > WOo The scaling term is called the dc gain HOLP. The low-pass
notch is shown in Fig. 3.38a for the case!HOLPI = 0 dB. By Eq. (3.85a), the
high-frequency gain is HOHP = HOLP(I/Wz)/(I/wij) = -Rs/R2.

3. The switch is in the right position, so the low-pass term is now being subtracted.
The result is a high-pass notch with

Rs
W z = WOVI - R2/R4Q HOHP = -- (3.88)

R2
We now have W z < WO, and the scaling factor is called the high-frequency gain
HOHP. This notch is shown in Fig. 3.38c for the case IHOHPI = 0 dB. The dc gain
is HOLP = -RswVR2wij. I

EXERCtSE 3.5. Derive Eq. (3.85).

. In Chapter 4 we shall use low- and high-pass notches to synthesize a class of
hIgher-order filters known as elliptic filters. The above expressions can be turned

switch position, as indicated. It can be shown (see Exercise 3.5) that

VN Rsw~ I - (w/wz)2
- = - -- X -::--:--:--.,--.-'--"---.,--.,-...,,-
Vi R2wij I - (w/WO)2 + (jw/WO)/Q

R(
WO = - Q = - Wz = woJI ± R2/ R4Q

RC R
This response presents a notch at w = Wz. We identify three cases:

I. R4 is absent. or R4 = 00. By Eq. (3.85), we have

Rs
W z = WO HON =-- (3.86)

R2
This is the familiar symmetric notch shown in Fig. 3.38b for the case IHON I =
OdB.1t is obtained by subtracting VBP from Vi. in the manner depicted in Fig. 3.33.

2. The switch is in the left position, so also a low-pass term is now being added
to the existing combination of Vi and - VBP' The result is a low-pass notch. By
Eq. (3.85), we now have

R2
InNI (dB) InNI (dB) InNI (dB)

"'0 01, C»z =COo COz COo
0 01 0 01 0

VN r
-= (a) (b) (t")

R

Solution. Let C, = C2 = I nF. Then, R4 = Rs = 1/(2Jf X 8 x 103 x 10-9 ) =
19.89 H2 (use 20.0 H2, I~; Q = 8 x 103/200 = 40; R2 = 40 x 19.89 = 795.8 kQ
(use 787 kQ. 1%); R, = R2IIOW/2o = 78.7 kQ, 1%; HOLP = 20.0/78.7 = Q.254 VIV,
or -11.9dB.

EXAMPtE 3.t9. Design a biquad filter with fo = 8 kHz, BW = 200 Hz, and a 20-dB
resonance gain. What is the value of HOLP?

ThebiquadfilterisusuallyimpiementedwithR4 = Rs = RandCI = C2 = C,
after which the above expressions simplify as

HOBP = - R2 HOLP = !!... wo = _1_ Q = R2 (3.84)
R( R( RC R

The filter is tuned as follows: (a) adjust R4 (or Rs) to tune wo; (b) adjust R2 to tune
Q; (c) adjust R( for the desired value of HOBP or of HOLP.

The Notch Response

With the help of a fourth op amp and a few resistors, both the biquad and the SV
circuits can be configured for the notch response, which explains why these filters are
also called universaL With a quad package, the fourth op amp is already available,
so it only takes a few resistors to synthesize a notch.

The tilter of Fig. 3.37 uses the biquad circuit to generate the notch response as
VN = -[(Rs/R2)(Vi - VBP) ± (Rs/ R4)VLP), where the ± sign depends on the

; 3
lers:

FIGURE 3.37
Synthesizing notch responses.

FIGURE 3.38

Notch responses: (a) low-pass nOlch, (b) symmetric notch, and (e) high-pass notch.



around to yield the design equations:

I Rz wZ
R = - Rt = QR R4 = - 0 (3.89a)

woC Q IW5 - w?1

RS=RZ(:;)Z forwz>WQ Rs=Rz forwz<WQ (3.89b)

where Rz and RJ are arbitrary and Rs has been specified for HOLP and HOHP of 0
dB. These gains can be raised or lowered by changing Rs in proportion.

(3.93)

(3.96)

(3.94a)

(3.94c)

(3.94d)

(3.94b)

(3.95a)

(3.95b)

Q Q I
Sc, = -Sc, = 2

Q Q IS = -S = 2Q --c, c, 2

S~. = -S~8 = I - 2Q

I
s':;'"R = Sc.... = S....R = Sc.... = --

I I 2 2 2

S~ = 3Q - I

Q Q I
SR = -SR = Q --, , 2

Q Q I
SR, = -SR, = QvRzCz/RIC\ - 2

scQ = -scQ =Q(,/RzCz/RICil + vRICz/RzCI) - ~, , 2

s~ = QKVRICtlRzCz

s~. = -S~8 = Q(1- K)VR\CI/RzCz

EXAMPLE 3.21. Investigate the effect of a 1% variation of each component in the
low-pass filter of (a) Example 3.8 and (b) Example 3.10.

Solution. By Eq. (3.93), a 1% increase (decrease) in any of R" C" R2, and C2causes
a 0.5% decrease (increase) in "", in either circuit.

(See Problem 3.41 for the derivations.) To gain an understanding of sensitivity, we
examine some popular filter configurations.

KRC Filter Sensitivities

For the equal-component design, the Q sensitivities simplify to

Applying Eqs. (3.90) and (3.92) to the expression for Q given in Eq. (3.60('), we
obtain

With reference to the low-pass KRC filter of Fig. 3.23, we have, by Eq. (3.60b),
-liZ -liZ -t/zc-I/Z C I .WQ = Rt C\ Rz z . onsequent y, Eq. (3.92d) gIves

and for the unity-gain design they simplify to

Since the Q sensitivities of the equal-component design increase with Q. they
may become unacceptable at high Qs. As we already know, S~ is of particular
concern at high Qs because a slight mismatch in the RB/ RA ratio may drive Q to
infinity or even make it negative, thus leading to oscillatory behavior. By contrast, the
unity-gain design offers much lower sensitivities. It is apparent that the designer must
carefully weigh a number of conllicting factors before choosing a particular filter
design for the given application. These include circuit simplicity, cost, component
spread, tunability, and sensitivity.

I
(3.92a)

(3.92b)

(3.92c)

(3.92d)

(3.92e)

Sy Sl/y - sy
I/x = x - - X

sPY, = s1' + s1'

Sy,/y, - sy, - sy,
x - x x

3.8
SENSJTlVITY

EXAMPLE 3.20. Specify the components of Fig. 3.37 for a low-pass notch with 10 =
I kHz, I, = 2 kHz, Q = 10, and O-dB dc gain. What is the high-frequency gain?

Solution. LetC = IOnF;thenR= l/woC= 15.9kO(useI5.8kO);R, = QR=158
kO;letR2 = IOOkO:thenR. = (IOO/IO)x 12/11 2_22\ = 3.333kO(use3.32kO,I%);
Rs = IOOx (1/2)2 = 25 kO (use 24.9kO. 1%); HOHP = (1/2)2 = 0.25 VIV ~ -12dB.

Because of component tolerances and op amp nonidealities, the response of a prac­
tical filter is likely to deviate from that predicted by theory. Even if some of the
components are made adjustable to allow for fine tuning, deviations will still arise
because of component aging and thermal drift. It is therefore of interest to know
how sensitive a given filter is to component variations. For instance, the designer of
a second-order band-pass filter may want to know the extent to which a I % variation
in a given resistance or capacitance affects wo and BW.

Given a fi Iter parameter y such as WQ and Q, and given a filter com~nent x such
as a resistance R or a capacitance C, the classical sensitivity function Sx is defined as

y fly/y x fly
S, = -- = -- (3.90)
. ax/x yax

where we use partial derivatives to account for the fact that filter parameters usually
depend on more than just one component. For small changes, we can approximate

t.y ~ s1 t.x (3.91)
y x

This allows us to estimate thefractional parameter change t.y/ Ycaused by thefrac­
tional component change t.x/x. Multiplying both sides by 100 gives a relationship
between percentage changes. The sensitivity function satisfies the following useful
properties:

I
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PROBLEMS

3.6 Inserting a resistance R) in series with C in the low-pass filter of Fig. 3.90 turns it into
a circuit known as a pole-zero circuil. which finds application in control. (0) Sketch the
modified circuit, and find its transfer function to justify its name. (b) Specify component

FIGURE P3.3

3.4 (0) Specify suitable componenl values for a unity-gain frequency of I kHz in the Deboo
integralorofFig. 3.7. (b) What happens if the upper-right resistance is 1% less than its
nominal value? Illustrate via the magnitude plot. Hint: Replace the Howland current
pump with its Norton equivalent.

3.5 Suppose the time conslants in the circuit of Fig. P3.3 are mismatched. say. R, C I = R2C2

(I-E). (0) Investigate the effect ofthe mismatch and illustrate via the magnitude plot. (b)
Devise a method for balancing out the mismatch, and outline the calibration procedure.

FIGURE P3.2

3.3 If R, C , = R2C2. the circuit ofFig. P3.3 is a noninverting integrator. (0) Find its transfer
function. (b) Specify component values for a gain of 20 dB at 100Hz.

3.2 Flrst-order active filters

3.2 The circuit of Fig. P3.2 is a noninverting differentiator. (0) Derive its transfer function.
(b) Specify component values for a unity-gain frequency of 100 Hz.

3,1 The transfer fun<llon

:3.1 A transfer function wilh Ho = I has a zero at s = + I kNpls and a pole pair at -1 ± j I
complex kNp/s. (0) Find its impulse response. (b) Find its steady-state response to an
ac input with unity amplitude, zero phase, and w = I kradls.

(3.98b)

(3.99a)
I

SHWo = s":'H = ScWo = s':'!'c = --
4 5 I 2 2

(0) By Eq. (3.95), a 1% increase (decrease) in R, increases (decreases) Q by ap­
proximately 5 - 0.5 = 4.5% (the opposite holds for R2). Similarly, 1% capac­
ilance varialions result in Q variations of about 9.5%. Finally, since I - 2Q =
1-2 x 5 = -9, it follows that I % variations in R. or in Rs result in Qvariations of
about 9%.

(b) With R,/R2 = 5.76/2.21, Eq. (3.96) gives S~, = -S~, ~ -0.22. Thus, 1%
resistance and I% capacitance variations result in Q variations of 0.22% and 0.5%,
respectively.

The sensitivities of the mulliple{eedback band-pass jilter of Fig. 3.30 are found
from Eq. (3.70), and they are .

I
S';? = S~ = S': = ~ = -- (3.97a)
II 2 2 2

Multiple-Feedback Filter Sensitivities

Multiple-Op-Amp Filter Sensitivities

sQ - _Sl' ,-: = -SQ = ~ C2 - CI (3.97b)
H, - H, _ '(, c, 2C2+CI

Note that the equal-capacitance design results in sg = sg = O. The sensitivities
of the multiple{eedback low-pass jilter of Fig. 3.32 can be computed likewise, and
they are round to be2

IsWo - sWo - sWo - sWo - -- (3.98a)H, - C, - H, - C, - 2

SHQ, = I SQ - SQ - -SQ - SQ - ~ (3.99b)H. - H, - C, - C, - 2

These sensitivities are fairly low 'and are similar to those of a passive RLC filter
yielding the same responses. The sensitivities of state-variable jilters are similarly
low (see Problem 3.44). Considering also the advantages of tuning, low parameter
spread, and multiple simultaneous responses, we now appreciate why these filters
are widely used.

Q Q I
Sc = -Sc =-, '2

It is apparent that multiple-feedback configurations enjoy low sensitivities and are
therefore popular.

The sensitivities of the biquadjilter of Fig. 3.36 are found from Eq. (3.83), and the
results are

-
II 3
'leTS:
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values for a pole frequency of I kHz, a zero frequency of 10kHz, and a de gain of 0
dB; sketch its magnitude plot.

3,7 Inserting a resistance RJ in parallel with C in the high-pass filter of Fig 3.IOa turns
it into a circuit known as a zero-pole circuit, which finds application in control.
(a) Sketch the modified circuit, and find its transfer function to justify its name. (b)
Specify component values for a zero frequency of 100 Hz, a pole frequency of I kHz,
and a high-frequency gain of 0 dB; sketch its magnilude plot.

3.8 Redraw the phase shifter ofFig 3.12a, hut with Rand C interchanged with each olher; de­
rive its transfer function and sketch its Bode plots. What is the main difference between
the responses of the original and the modified circuit? Name a possible disadvantage
of the modified circuit.

3.9 (a) Sketch the Bode plots of the circuit of Fig 3.12a if Rz = lOR,. (b) Repeat, bUI with
R, = IORz.

3.10 Using two phase shifters with O.I-/LF capacitors, design a circuit that accepls a voltage
Va = 1.20./2 cos(2Jl"601) V, and generates the voltages Vb = 1.20./2 cos(2Jl"601-1200)
V and V, = 1.20./2 cos(2Jr601 + 120°) V. Such a cireuil simulates the voltages used
in three-phase power transmission systems, scaled to 1/ 100 of their aclual values.

3.11 In the noninverting amplifier of Fig. 1.7 let R, = 2 kO and R2 = 18 kO. Sketch and
label the magnitude Bode plot of its gain if the circuit contains also a 1O-nF capacitance
in parallel wilh R2.

3.12 Suppose the inverting amplifier ofFig. 1.11 has also a capacitance C, in parallel with R,
and a capacitance C2 in parallel with R2• Derive its transfer function, skelch and label
the magnitude Bode plot. and specify suilable component values for a low-frequency
gain of 40 dB, a high-frequency gain of 0 dB, and so that the geometric mean of its
pole and zero frequencies (fpI,) '/2 is I kHz.

3.13 Sketch and label the linearized magnitude Bode plot for Ihe circuit of Fig. P3.3 if: (a)

RzCz = I ms and R.C. = 0.1 ms. (b) Repeat, but with R.C, = 10 ms.

3.16 ThecircuitofFig. P3.16isacapacitancesimulator. (a) Show that Ceq = (R2RJ/ RI R41C.
(b) Using a l-nF capacitance, specify component values to simulate a l-mF capaci­
tance. List a possible application of such a large capacitance. Hint: See Problem 3.15.

FIGURE PJ.l6

3.3 Audio filter applications

3.17 Derive Eqs. (3.32) and (3.33).

3.18 (a) Derive Eqs. (3.34) and (3.35). (b) Specify component values to approximate the
NAB curve with a 30-dB gain at I kHz. Show the final circuit.

3.19 Using standard component values, design an octave equalizer with center frequencies
at approximately 10 = 32 Hz, 64 Hz, 125 Hz, 250 Hz, 500 Hz, I kHz. 2 kHz, 4 kHz,
8 kHz, and 16 kHz. Show the final circuit.

3.4 Standard second-ordor nsponses

3.20 (a) By proper manipulation, put the wideband band-pass funclion ofEq. (3.29a) in the
standard form H(jw) = HOBPHBP. (b) Show that no matter how you selectwL and WH,

the Q of that filter can never exceed!. This is why the filter is called wideband.

3.21 Construct the phase plots of HLP, HHP, H BP• and HN for Q = 0.2. I, and 10.

3.14

3.15

In the wideband hand-pass filter of Fig. 3.lla let R, = R2 = Rand C, = C2 = C.
(a) Find the output v,,(I) if the input is vi(l) = I cos(t/RC) V. (b) Repeat, but for
Vi(l) = I cos(I/2RC) V. (c) Repeat, but for Vi(t) = I cos(I/0.5RC) V.

The circuit of Fig. P3.15 is a capacitance multiplier. (a) Show that Ceq = (I +R2IR. )C.
(b) Using a O.I-/IF capacitance, specify component values to simulate a variable ca­
pacitance from 0.1 /LF to 100 /LF by means of a I-MO pot. Hint: In part (a), apply a
test voltage V, find the resulting current I, and obtain Ceq as l/sCeq = V / I.

R, Rz

FIGURE PJ.15

3.5 KRC fillers

3.22 An alternative design procedure for the low-pass KRC filter of Fig. 3.23 is R. = RB

and Rz/R. = C,/C2 = Q. (a) Develop design equations for this option. (b) Hence,
use it to redesign the filter of Example 3.8.

3.23 An alternative design procedure for the low-pass KRCfilter of Fig. 3.23 that allows us to
specify also HOLP. H OlP > 2 V/V, is C = C = C. a) Show that the design eq~ationi~

for this option are Rz = [I + 1+ 4Qz(HOLP - 2ll/2woQC and R, = l/woRzC .
(b) Use this option to redesign the filter of Example 3.8, but with HOlP = 10 V/V.

3.24 (a) Design a high-pass KRC filter with 10 = 100 Hz and Q variable from 0.5 to 5 by
means of a 100-kO potentiometer. (b) If the input is a 6O-Hz, 5-V (rms) ac wave With
a de component of 3 V, what comes out of the filter with the wiper at either extreme?

3.25 An alternative design procedure for the high-pa~s KRC filter of Fig. 3.27 that allows us
to specify also HOJ!p, H OHP > I, is C, = C2 =C. (a) Show that t~e de~ign equatio~s are
then R, =[1 + Vi +8Q2(HoHP-1)1/4woQCandR2 = l/woR,C. (b) Use this op­
tion to implement a high-pass Butterworth response with HOHP = 10 VIV and 10 =I kHz.

. '.
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FIGURE P3.31

3.32 Show that the circuit of Fig. P3.32 realizes Ihe all-pass function with HOAP = 1/3,
wo = ../21 RC. and Q = 1/../2.

c

3.6 Muldple-feedbllck IIJfen

3.30 An alternative design procedure for the multiple-feedback low-pass filter of Fig. 3.32 is
RI = R2 = R, = R. Find expressions for HW'. wo, and Q. Hence. develop the design
equations.

3.31 In the circuit of Fig. 3.33 let R, = R, = R. and Rs = K R. (a) Show that if HoBP =
-2 V/V. the circuit gives the all-pass response with gain -K. (b) Specify component
values for fo = I kHz. Q = 5, and a gain of 20 dB.

3.33 The circuit of Fig P3.33, known as a Q multiplier. uses a summing amplifier VA, and
a band-pass stage VA2 to increase the Q of the band-pass stage without Changing WOo
This allows for high Qs without unduly taxing VA 2• (a) Show that the gain and Qofthe
composile circuit are related to those of the basic band-pass stage as Qcoo,p = Q I [I ­
(RsIR41IHoBPIl. and HOBP(comp) = (RsIR,)(QcompIQ)HoBP. (b) Specify component
values for fo = 3600 Hz, Qcomp = 60. and HOBP(comp) = 2 V/V. starting with Q = 10.

R,

3.7 Stale-variable and blquad ftllcn

3.35 Suitably modify the filter of Example 3.18 so thai HoBP = I VI V. Show your final
design.

FIGURE P3.33

3.34 With reference to the multiple-feedback lOW-pass filter ofFig. 3.32. show that the circuit
~onsisting of R2. R,. C2. and the op amp acts as a resistance R", = R2 II R, and an
~nductance L", = R2R,C2. both in parallel wilh C,. Hence. explain circuit operation
In terms of the above equivalence.

v"

v"

>-__-0 V
o

FIGURE P3.17

R1

FIGURE P3.18

FIGURE P3.19

3.27 The low-pass filter of Fig. P3.27 is referred to as a -KRC filter ("minus" KRC filter)
because the op amp is operated as an inverting amplifier with a gain of - K . (a) Find
HOI.p. WOo and Q for the case C, = C2 = C and R, = R2 = R.1 = R, = R. (b) Design
a -KRC low-pass filter with fo = 2 kHz, Q = 5, and O-dB dc gain.

3.26 An alternative design procedure for the band-pass KRC filter of Fig. 3.28 is R. = RB

and CI = C2 = C. Develop design equations for this option. Hence. use it to design a
band-pass filter with HOBP = 0 dB, fo = I kHz. and Q = 5.

3.28 The band-pass filter of Fig. P3.28 is referred to as a -KRC filter ("minus" KRC filter)
because the op amp is operated as an inverting amplifier with a gain of - K. (a) Find
HOBP, WOo and Q for the case CI = C2 = C and R, = R2 = R. (b) Design a -KRC
band-pass filter with fo = I kHz. Q = 10, and unity-resonance gain.

c,

3.29 The notch filter of Fig. P3.29 allows Q tuning via the ratio R2IR,. (a) Show that
Vol Vi = HN with WO = II RC and Q = (I +R,I R2)/4. (b) Specify component values
for fo =60 Hz and Q =25.

..rs:



3.8 Sensitivity

3.44 Calculate the sensitivities of the state-variable filter of Example 3.18.

3. F. W. Stephenson, RC Active Filter Design Handbook, John Wiley and Sons, New York,
1985.

4. A. B. Williams and F. J. Taylor, Electronic Filter Design Handbook: Le, Active. and
Digital Filters. 2d ed., McGraw-Hili, New York, 1988.

5. S. Franco, Electric Circuits Fundamentals. Oxford University Press, New York, 1995.
6. W. G. Jung,Audio IC OpAmpApplications. 3ded., Howard W. Sams, Carmel, IN, 1987.
7. K. Lacanelte, "High Performance Audio Applications of the LM833," Application Note

AN-346, Linear Applications Handbook. National Semiconductor, Santa Clara, CA,
1994.

8. R. A. Greiner and M. Schoessow, "Design Aspects of Graphic Equalizers," J. Audio Eng.
Soc.. Vol. 31, No.6, June 1983, pp. 394-407.cnRcR

FtGURE Pl.l7

(a) Derive Eqs. (3.82a) and (3.82b). (b) Specify suitable component values to achieve
a band-pass response with !L = 594 Hz and IH = 606 Hz. (c) What is the dc gain of
the low-pass response?

The simplified state-variable filter of Fig. P3.37 provides the low-pass and band-pass
responses using only two op amps. (a) Show that Hoop = -n, HOLP = m/(m + I),
Q = In(1 + I/m),andwo= Q/nRC.(b)Specifycomponentvaluesforaband-pass
response with 10 = 2 kHz and Q = 10. (c) What is the resonance gain of your circuit?
What is the most serious drawback of this circuit?

REFERENCES

I. M. E. Van Valkenburg, Analog Filter Design, Holt, Rinehart and Winston, Orlando, FL,
1982.

2. L. P. Huelsman, Active and Passive Analog Filter Design: An Introduction. McGraw-Hili,
New York, 1993.

3.36

3.43 An alternative design procedure for the multiple-feedback low-pass filter of Fig. 3.32 is
RI = R2 = RJ = R. (a) Find simplified expressions for~ and Q. (b) Find the sensitivity
functions.

3,39 Consider the dual-op-amp biquad obtained from the standard biquad of Fig. 3.36 by
replacing OA2 and OAJ with the Deboo integrator of Fig. 3.7. Find its responses; specify
component values for a low-pass response with 10 = 10kHz, Q = 5, and HoLP = 0 dB.

3.42 Show that any second-order KRC filter, in which K appears only in the s-term in the
denominator, has always S~ > 2Q - I.

3.38 Use the noninverting state-variable filter with an additional op amp adder to synthesize
the low-pass notch of Example 3.20. Hint: Obtain the notch response as VN = AI. VLP+
A H VHP, where A I. and A H are suitable coefficients.

3,40 Using the state-variable filler, along with a fourth op amp adder, design an all-pass
circuit with 10 = I kHz and Q = 1. Hint: Apply Eq. (3.58).

3.37

3.41 Prove Eq. (3.92).

CHAPTER 3
Active Filters:

Part I
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FIGURE 4.1

Magnitude limits for (a) Ihe low-pass and (b) the high-pass responses.

4.1
FILTER APPROXIMATIONS

SECTION 4.1

Filter
Approximations
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(4.1 )

IHI
A~,

Amin Amin ~
~~

'" 0
0 .., "',

<b)

A(w) = -2010g 10 IH(jw)l

we observe that the range of frequencies that are passed with little or no attenuation
defines the passband. For a low-pass filter, this band extends from dc to some
frequency We, called the cutofffrequency. Gain is not necessarily constant within the
passband but is allowed a maximum variation Amax , such as Amax = I dB. Gain
may exhibit ripple within the passband, in which case Amax is called the maximum
passband ripple and the passband is called the ripple band. In this case We represents
the frequency at which the response departs from the ripple band.

Past We the magnitude drops off to the stopband, or the frequency region of
substantial attenuation. This band is specified in terms of some minimum allowable
attenuation, such as Amin = 60 dB. The frequency at which the stopband begins
is denoted as w" The ratio W,/We is called the selectivity factor becau.e it gives a
measure of the sharpness of the response. The frequency region between We and Ws

is called the transition band, or skirt. Certain filter approximations maximize the
rate of descent within this band at the expense of ripples within the other bands.

IHI

If the signals to be rejected are very close in frequency to those that must be passed,
the cutoff characteristics of a second-order filter may not prove sufficiently sharp, so
a higher-order filter may be needed. Actual filters can only approximate the brick­
wall responses of Fig. 3.1. In general, the closer the desired approximation, the
higher the order of the filter.

The departure of a practical filter from its brick-wall model is visualized in
terms of a shaded area, I as shown in Fig. 4.la for the low-pass case. Introducing the
attenuation A(w) as

<a)

no resistors, 10 realize fairly stable filter functions-if over comparatively limited
frequency ranges.

Switched capacitor (SC) circuits belong to the category of sampled-data sys­
temS, where information is processed at discrete time intervals rather than contin­
uously. This generally limits their usage to voice-band applications, such as tone
coding/decoding (Codecs), speech processing, and audio spectrum analysis.

160

ACTIVE FILTERS: PART II

Having studied first-order and second-order filters, we now tum to higher-order
filters, which are required when the cutoff characteristics of the lower-order types
are not sufficiently sharp to meet the demands of the given application. Among the
various methods of realizing higher-order active filters, the ones that have gained
prominence are the cascade design approach and the direct synthesis approach.
The cascade approach realizes the desired response by cascading second-order fil­
ter stages (and possibly a first-order stage) of the types studied in Chapter 3. The
direct approach uses active im(X'dancc converters, such as gyrators and frequency­
dependent negative resistances, to simulate a passive RLC filter prototype meeting
the given specifications.

Regardless of the complexity of their responses, the above filters, also known
as continuous-time jilters, do not lend themselves to monolithic fabrication due to
the large sizes of the capacitances involved, and the stringent requirements on the
accuracy and stability of the RC products controlling characteristic frequencies. On
the other hand, today's very large scale integration (VLSI) applications often call
for digital as well as analog functions on the same chip. To meet this requirement
in the area of filtering and other traditional analog areas, switched-capacitor tech­
niques have been developed, which use MOS op amps, capacitors, and switches, but

4

4.1 Filter Approximations
4.2 Cascade Design
4.3 Generalized Impedance Converters
4.4 Direct Design
4.5 The Switched Capacitor
4.6 Switched-Capacitor Filters
4.7 Universal SC Filters

Problems
References



(4.4)

+
R.l VI)

42I

~+
ViY Ril ~

i·
IH (jwl! = -;==;;====;cJI + ~2(W/we)2n

where n is the order of the filter, We is the cutoff frequency, and ~ is a constant

FIGURE 4.3
PSpice circuit to find the frequency behavior of the function H (s) = H, (s) x
H 2(s) x HJ(s).

The gain of the Butterworth approximation is3

5th-Order Butterworth low-pal. relpeD•• :
vi 1 0 ac 1V

8i 1 0 1

B12 0 Laplaca IV(UI • 11/11+(0/6.283)*(0/6.213+0.6180) II
81 2 0 1

B2 3 0 Laplaca IV(211 • 11/U+(0/6.213)*(0/6.283+1.618) II
82 3 0 1
B3 4 0 Laplaca IV(3l1 • 11/11../6.283)}

83 4 0 1

.ac dec 100 0.018a 100Hz

.probe ;Vc!b(4)

•end

The magnitude plot is shown in Fig. 4.5 (page 166) along with the plots of the other
three response types, which are obtained by a similar procedure.

Plotting H(jw) Using PSpice

The frequency behavior of a function H (s) can be visualized with PSpice using
voltage-controlled sources with values that are functions of s. Using the factored
fonn of H (s), we create a cascade ofVCVSs whose values are given by the individual
tenns of H(s). Figure 4.3 shows the cascade for the function of Eq. (4.3). Scaling s
by 2lf to obtain Ie = I Hz, we write the file:

Butterworth Approximation

Once an approach has been chosen, one must find the individual-stage values
of wo and Q (and possibly wz) in the case of cascade design, or the individual
values of R, L, and C in the case of ladder simulation. These data are again found
with the help of filter tables or computer programs, the latter being provided by op
amp manufacturers to promote the application of their products. One such program
is the FILDES program, written by National Semiconductor, which we shall use
extensively in our cascade design examples. This program can be downloaded from
the World Wide Web; please check our Web site at http://www.mhhe.comlfranco.as
described in the preface.

(4.2)

(4.3)

(h)(a)

I I I
H (s) = 2 x ..-~~-=-=---:- X --

S +0.6180s+ I s2+ 1.61 80s + I s+ I

o WOW

o wil. mel. (J)eH ltJ.rH 0 WeI. m,tL OJsH (JJeH

FIGURE 4.2

Magnitude limits for (a) the band-pass and (b) the band-reject responses.

The tenninology developed for the low-pass case is readily extended to the high­
pass case depicted in Fig. 4.1 b, and to the band-pass and band-reject cases depicted
in Fig. 4.2.

As the order n of a transfer funcyon is increased, additional parameters are
brought into play in the form of the higher-order polynomial coefficients. These co­
efficients provide the designer with additional freedom in specifying the frequency
profiles of magnitude or phase, thus allowing for an increased degree of optimiza­
tion. Among the various approximations, some have been found to be consistently
satisfactory to justify the tabulation of their coefficients in filter handbooks. These
include the Butterworth, Chebyshev, Cauer. and Bessel approximations.

Filter tables list the denominator polynomial coefficients of the various ap­
proximations for a cutoff frequency of I rad/s. As an example, the coefficients of
the fifth-order Butterworth response are2 bo = b5 = I, b2 = b4 = 3.236, and
b3 = 5.236, so

I
H (s) = s5 + 3.236s4 + 5.236s3 + 5.236s2 + 3.236s + I

An alternative approach is to factor out H (s) into the product of tenns of order::: 2
and tabulate the coefficients of these tenns instead. Expressed in this fonn, the above
function becomes

The design of a higher-order filter begins with the selection of the approximation
best suited to the given application, followed by the specification of We, Ws, Amax ,
and Amin' The latter are then used as keys to filter handbooks or computer programs
to find the required order n. Once n is known, various alternatives are available to
the active-filter designer, the most popular ones being the cascade approach and
the RLC ladder simulation approach. The cascade approach realizes the desired
response by cascading lower-order stages of the type investigated in Chapter 3. The
ladder simulation approach utilizes active impedance converters, such as gyrators and
frequency-dependent negative resistors, to simulate a passive RLC filter prototype
meeting the desired specifications.

CIIAPTER 4

Active Filters:
Pan /I
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that detennines the maximum passband variation as Amax =A (we ) =20 x
loglo~= 10 log 10(1 + E2). The first 2n - I derivatives ofIH(jw)\ are zero
at w = 0, indicating a curve as flat as possible at w =O. Aptly referred to as max­
imally flat. a Butterworth curve becomes somewhat rounded near We and rolls off
at an ultimate rate of -2011 dB/dec in the stopband. As shown in Fig. 4.40 for
E =I, the higher the order II, then the closer the response is to the brick-wall
model.

4
~rs:

I

.,

EXAMPLE 4.1. Find II for a low-pass BUllerwonh response with Ie = I kHz, I, =
2 kHz, Ama, = I dB, and Ami. = 40 dB.

Solution. Lelling A.... = A(we )=20Ioglo~ = I dB gives E =0.5088. Lelling
A(w,) = 10 loglOl I +E 2(2/t')2n) =40 dB, we find that II =7 gives A(w,) = ~6.3 dB and
II =8 gives A(w,) =42.2 dB. For Ami. =4OdB we thus select II =8. .

1.0..--.::::-_=_=......-

"1
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'''-MY

1.0

..

"1
O+-------------.--r---.-----------.,..----------.----,.---_._.
OHI O.5Hl 1.0HI s.... 2.ClHz

F.......ncr

(b)

FIGURE 4.4
(a) Butterwonh and (b) I-dB Chebyshev responses.

Chebyshev Approximation

There are applications where sharp cutoff is more important than maximal flatness.
Chebyshev filters maximize the transition-band cutoff rate at the price of introducing
passband ripples, as shown in Fig. 4.4b. As a general rule, the higher Amax , the
narrower the transition band for a given Amin' The gain of an 11th-order Chebyshev
approximation with cutoff frequency We and Amax = 10 10glO(l + E

2) is3

I
IH(jw)1 = (4.5)JI + E2C~(w/wc)

where C.(w/we) is the Chebyshev polynomial of order II, defined as

C.(w/we ~ I) =cos[lIcos-'(w/wdl (4.6a)

C.(w/w" 2: I) = cosh[1I cosh-I (w/wdl (4.6b)

WeobservethatC;(w/w,. ~ I) ~ l,andC;(w/w,. 2: I) 2: I. Moreover within the
passband IH(jw)1 exhibits peak values of I and valley values ofI/~ at the
frequencies that make the cosine tenn zero and unity, respectively. The number of
these peaks or valleys, including the one at the origin, is II.

Compared to the Butterworth approximation, which exhibits appreciable de­
parture from its dc value only at the upper end of the passband, the Chebyshev
approximation improves the transition-band characteristic by spreading its equal­
sized ripples throughout the passband. At dc, the decibel value of a Chebyshev
response is 0 if II is odd, and 0 - Amax if II is even. A Chebyshev filter can achieve
a given transition-band cutoff rate with a lower order than a Butterworth filter, thus
reducing circuit complexity and cost. Past the transition band, however, the Cheby­
shev response rolls off at an ultimate rate of -2011 dB/dec, just like a Butterworth
response of the same order.

Caner Approximation

Cauer filters, also called ellipticfilters. carry the Chebyshev approach one step further
by trading ripples in both the passband and the stopband for an even sharper charac­
teristic in the transition band. Consequently, they can provide a given transition-band
cutoff rate with an even lower order II than Chebyshev filters. The idea is to follow an
existing lOW-pass response with a notch just abovew,. to further sharpen the response .
:0 be effective, the notch must be narrow, indicating that the curve will come back up
Just past this notch. At this point another notch is created to press the curve back down,
and the process is repeated until the overall profile within the stopband is pushed be­
low the level specified by Amin' The various approximations are compared in Fig. 4.5
for II = 5 and Amax = 3 dB. Shown at the top is an expanded view of the passband.

Bessel Approximation

I~ general, filters introduce a frequency-dependent phase shift. If this shift varies
linearly with frequency, its effect is simply to delay the signal by a constant amount.
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FIGURE 4.6
Phase and pulse responses oflhe fourth-order Bessel and I-dB Chebyshev
filters.
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FIGURE 4.5
Comparison of fifth-order 3~B responses.

However, if phase varies nonlinearly, different input frequency components will
experience different delays, so nonsinusoidal signals may experience significant
phase distortion in propagating through the filter. In general, the steeper the transition­
band magnitude characteristic, the higher the distortion. I

Bessel filters, also called Thomson filters. maximize the passband delay just as
Butterworth filters maximize the passband magnitude. The result is a nearly linear
phase characteristic within the passband, if at the price of a less sharp magnitude
characteristic in the transition band. Figure 4.6 shows that a pulse emerges fairly
undistorted from a Bessel filter, but exhibits appreciable overshoot and ringing when
processed with a Chebyshev filter, whose phase response is less linear than Bessel's.
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Active Filters:
Part II

4.2
CASCADE DESIGN

This approach is based on the factorization of a transfer function H (s) into the
product of lower-order terms. If the order n is even, the decomposition consists of
n /2 second-order terms,

(4.7)

If n is odd, the factorization includes also a first-order term. Sometimes this term
is combined with one of the second-order terms to create a third-order filter stage.
The first-order term, if any, can be implemented with a plain RC or C R network.
so all we need to know is its required frequency wo. The second-order terms can be
implemented with any of the filters of Sections 3.5 through 3.7. For each of these
stages we need to know wo and Q, and Wz if the stage is a notch stage. As mentioned,
these data are tabulated in filter handbooks3 or can be calculated by computer.4

The cascade approach offers a number of advantages. The design of each sec­
tion is relatively simple, and the component count is usually low. The low-output
impedance of the individual sections eliminates interstage loading, so each section
can be regarded as isolated from the others and can be tuned independently, if
needed. The inherent modularity of this approach is also attractive from the eco­
nomic standpoint, since one can use a few standardized blocks to design a variety
of more complex filters.

Mathematically, the order in which the various sections are cascaded is irrele­
vant. In practice, to avoid loss of dynamic range and filter accuracy due to possible
signal clipping in the high-Q sections, the sections are cascaded in order of ascend­
ing Qs, with the low-Q stages first in the signal path. This ordering, however, does
not take into account internal noise, which may be of concern in the high-Q stages.
where any noise component falling under the resonance peak may be amplified

. ~ 'I
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significantly. So, to minimize noise. high-Q stages should go first in the cascade. In 169

4 general. the optimum ordering depends on the input spectrum, the filter type, and
TABLE 4.1

SECTION 4.2

"rs: the noise characteristics of its components.
Examples of normalIzed (I Hz) low.pass filter tables

Cascade Design

But!erworth low.pass llller

Low·Pass Filter Design " f81 QI fl1. Ql f83 Q3 fl4 Q4 fos Qs At! (dB) 811/,

2 I 0.101 I 12.30
Table 4.1 gives examples oftabulated data for cascade design. BUllerworth and Bessel 3 I 1.000 I 18.13
data are tabulated for different values of n, Chebyshev data for different values of n 4 I 0.541 I 1.306 24.10

and Ama• (shown in the table are the data for Ama• = 0.1 dB and Ama• = 1.0 dB). 5 1 0.618 1 1.620 30.11

and Cauer data (not shown in the table) for different values of n, Ama., and Amin. ~-"6 I 0.518 I 0.107 1.932 36.12
7 I 0.555 1 0.802 2.247 42.14

Frequency data are expressed in nonnalized form for a cutoff frequency of I Hz. In 8 I 0.510 I 0.601 0.900 2.563 48.16
the Bullerworth and Bessel cases this frequency coincides with the - 3-dB frequency. 9 I 0.532 I 0.653 1.000 2.879 54.19
while in the Chebyshev and Cauer cases it represents the frequency at which gain 10 I 0.506 I 0.561 0.707 1.101 3.196 60.2\

departs from the ripple band. To convert from nonnalized to actual frequencies, we Bessellow·p.... IIl1er
simply multiply the tabulated values by the cutoff frequency It' of the filter being

fOI QI f01 Ql f03 Q3 fl4 Q4 fos Qs
designed, or "

2 1.274 0.577
10 = 10ltable) x It· (4.8a) 3 1.453 0.691 1.327

4 1.419 0.522 1.591 0.806
In the case of Cauer fillers, the tables include not only pole frequencies but also zero 5 1.561 0.564 1.760 0.917 1.507
frequencies. The latter are converted as 6 1.606 0.510 1.691 0.611 1.907 1.023

7 1.719 0.533 1.824 0.661 2.051 1.127 1.685

Iz = Iz(table) x Ie (4.8b) 8 1.784 0.506 1.838 0.560 1.958 0.71\ 2.196 1.226
9 1.880 0.520 1.949 0.589 2.081 0.760 2.324 1.322 1.858

A common application oflow'pass filters is in connection with analog-ta-digital \0 1.949 0.504 1.987 0.538 2.068 0.620 2.211 0.810 2.485 1.415

(A·D) and digital-to·analog (D-A) conversion. By the well-known sampling theo- O,IO-dB ripple Chebysbev low.p.... IIIJer
rem, the input signal to an A-D converter must be band limited to less than half

" fll QI f01 Qz f03 Q3 f04 !l4 fos Qs At! (dB) 811/,
the sampling frequency in order to avoid aliasing. Likewise, the output signal of a

2 1.820D-A converter must be properly smoothed in order to avoid the effects of discrete 0.767 3.31

quantization and time sampling. Both tasks are accomplished with sharp low·pass
3 1.300 1.341 0.969 12.24
4 1.\53 2.183 0.789 0.619 23.43

filters designed to provide adequate allenuation at half the sampling frequency. 5 1.093 3.282 0.197 0.915 0.539 i 34.85
6 1.063 4.633 0.834 1.332 0.5t3 0.599 46.29

EXAMPLE 4.1. The outpul of a D-A converter with a sampling rale of 40 kHz is 10 be 7 1.045 6.233 0.868 1.847 0.575 0.846 0.317 57.72

smoothed with a Sixlh-order 1.0-dB Chebyshev low-pass filter providing an allenualion 8 1.034 8.082 0.894 2.453 0.645 1.183 0.382 0.593 69.16

of 40 dB al half the sampling frequency, or 20 kHz. This allenualion requiremenl is mel
9 1.027 10.178 0.913 3.145 0.705 1.585 0.449 0.822 0.290 80.60

by l,elling f, = 13.0 kHz. (a) Design such a filler. (b) Verify with PSpice.
10 1.022 12.522 0.928 3.921 0.754 2.044 0.524 1.127 0.304 0.590 92.04

Solution.
i; 1.00-dB ripple Cbebysbev Iow·pass IIller

" fOI QI f81 Ql f03 Q3 f84 Q4 fos Qs All (dB) 811/,
(a) From Table 4.1 we find Ihal a 1.a-dB Chebyshev filter with n = 6 requires three 2 1.050 0.957 11.36second-order slages wilh 3 0.997 2.018 0.494 22.46

fOI = 0.995f, = 12.9 kHz QI = 8.00 4 0.993 3.559 0.529 0.785 33.87
5 0.994 5.556 0.655 1.399 0.289 45.31

f02 = 0.747 f<. = 9.71 kHz Q2 = 2.20 --'? 6 0.99.5 8.004 0.747 2.198 0.353 0.761 56.74
7 0.996 10.899 0.868 3.156 0.480 1.297 0.205 68.18fOJ = 0.353 fe = 4.59 kHz QJ = 0.761 8 0.997 14.240 0.851 4.266 0.584 1.956 0.265 0.753 79.62

Use three unity-gain Sallen-Key sections and cascade them in order of ascending Qs. 9 0.998 18.029 0.881 5.527 0.662 2.713 0.317 1.260 0.\59 91.06
Retracing the design steps of Example 3.10. we find the componenl values sltown

10 0.998 22.263 0.902 6.937 0.721 3.561 0.476 1.864 0.212 0.749 102.50

in Fig. 4.7. where Ihe resistances have been rounded off to the nearest 1% standard
values.



FIGURE 4.8
Overall as well as individual-stage responses oflhe filler ofFig. 4.7.

(4.9a)

(4.9b)

QI = 0.625

Q2 = 1789

Q3 = 7.880

f" = 41J1l.2 liz

f,3 = 1329.0 Hzfm = 1041.3 Hz

fOl = 648.8 Hz

102 = 916.5 Hz

Moreover, the program indicates that the actual allenuation at 1.3 kHz is 47 dB, and the
- 3-dB frequency is \.055 kHz.

We shall implement the filler with three low-pass notch sections of tne biquad type
of Fig. 3.37. Using Eq. (3.89) and retracing the steps of Example 3.20, we find the
component values shown in Fig. 4.9, where the resistances have been rounded off to
the nearest I% standard values. The entire filler can be buill with three quad-op-amp
packages.

'.

EXAMPLE 4.3. Design a Cauer low-pass filler with Ie = I kHz, f, = 1.3 kHz, A..., =
0.1 dB. Ami. = 40 dB, and de gain Ho = 0 dB.

Solution. Using the aforementioned filler design program FILDES (check our Web
site for infonnation on how to download this program), we find that a sixth-order im­
plementation is required, with the following individual·stage parameters:

EXAMPLE 4.4. Design a third-order. O.I-dB Chebyshev high-pass filter with fe =
100 liz and high-frequency gain Ho= 20 dB.

Solution, Table 4.1 indicates that we need a second-order high-pass section with
fo' = 100/\.300=76.92 Hz and Qr = 1.341, and a first-order high-pass section with
f02 = 100/0.969 = 103.2 Hz. As shown in Fig. 4.10, we implement the filter wilh a
second-order unity-gain Sallen-Key high-pass stage. followed by a first·order high-pass
slage with a high-frequency gain of 10 V/V.

E XAMPLE 4.5. Design a BUllerworth band-pass filter with center frequency fo = I kHz,
BW = 100 Hz, A(fo/2) = A(2fo)?: 60 dB, and resonance gain Ho = 0 dB.

Solution. Using the aforementioned FILDES program, we find that Ihe given spec­
ifications can be met with a sixth-order filter having the following individual-stage

High-Pass Filter Design

10 = lei10(t_ble)

Iz = leiIz(t_ble)

where Ie is the cutoff frequency of the filter being designed.

Band-Pass Filter Design

Owing to the fact that a high-pass transfer function can be obtained from a low-pass
function via the substitution s/wo ---> 1/(s/WO), the normalized frequency data of
Table 4.1 can also be used in the cascade design of high-pass filters, provided actual
frequencies are obtained from tabulated frequencies as

I

r _••••••••• - - _. - - - - - - - - - _. - - - - _. - - - - _. - - _. - - - - - - - - •• - - -. - - - - - -' _. -,
, ', ', ', '

0: 3rd at• ..... :

2nd It. •

I,t It.

-i
-eo ... _. --- -----------------_. -- ------.,.. ---------------- --- ---. ---- --_••

1.OICHz 10KHz 10CIQIz
D .('1(1)/'1(1») • ~CY(111YC4)) .. db('I(10)/1I(7» , db('I(lO)/'I(l))

frequency

Figure 4.8 shows the overall response as well as the individual-slage responses.
II is interesting to observe how the laller combine to create the ripple and cutoff
characteristics of the overall response.

FIGURE 4.7
Sixlh-order I-dB Chehyshev low-pass filler.

(b) Using the node numbering shown, we wrile the circuil file:

C.Bcade neeign:
Vi 1 0 eo lV
Rl 1 ~ 10.69k
R~ ~ 3 10.0n
Cl ~ C 5.1nP
C~ 3 0 ~.~nP

BaAl C 0 3 C~10

R3 C 5 a.l91t
RC 5 6 6.nct
C3 5 7 lOoP
CC 6 0 510pP
BOA~ 7 0 6 7 10
R5 7 a C.55Ct
R6 a 9 ~.C3at

C5 a 10 6~oP

C6 9 0 ~~OpP

BOA3 10 0 9 10 10
.eo deo 1001kHz 100kHz
•probe
.end
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Sl::CTION 4.1
Cascade Design

v"

154kll

10 nF

QI = 21.97

Q2 = 21.97

Q3 = 9.587

15.4 kll

QI = 20.02

Q2 = 20.02

Q.I = 10.0

f'l = 754.36 Hz

f'2 = 1325.6 Hz

10nF

fOI =957.6 Hz

f02 = 1044.3 Hz

f03 = 1000.0 Hz

fOl = 907.14 Hz

f02 = 1102.36 Hz

f03 =1000.0 Hz

IOnF

FIGURE 4.10
Third-order O.I-dB Chebyshev high-pass filter of Example 4.4.

7.68 kU

100nF

"f ,.,,"
parameters:

Furthermore, the actual auenuation at 500 Hz and 2 kHz is 70.5 dB, and the midband gain
is -12 dB, that is, 0.25 V/Y. To raise illoOdB we shall impose HOBPI = HUBP2 = 2 VI V,
and HOBP3 = I V/Y.

We shall implement the filter with three multiple-feedback band-pass sections
eqUipped with input resistance aUenuators. Retracing the steps of Example 3.15 we
find the components of Fig. 4. II, where the resistances have been rounded off to 1%
standard values, and the second leg of each aUenualor has been made variable for tuning
purposes. To tune a given section, apply an ac inpul allhe desired resonance frequency
of that section, and adjust its pot until the Lissajous figure changes from an ellipse to a
straight segment.

EXAMPLE 4.6. Design an elliptic band-pass filter with fo = I kHz, passband =
200 Hz, stopband =500 Hz, Arnall = I dB, Am;. = 40 dB, and Ho = 20 dB.

Solution. The abovementioned FILDES program indicates that we need a sixth-order
filter with the folloWing individual-stage parameters:

fiGURE 4.11

Sixth-order Buuerworth band-pass filter.

10

100kll

1001<0

1001<0

0.1

Frequency (kHz)

1001<0

100kU

1001<0

o H'tHIlfll/""tTI
- 6 1-t-tttl1ll1r1-t1

-12 1-t-tttl1ll1r1-t1
~ -18 H-tttlIIII-t-H

-24 H-tttllttll-t-H
.~ -30 1-t-tttl1ll1r1-t1
o -36 1-t-tttl1llt-1-t1

- 42 H-Httmr--rt
- 48 H-Htnm---rt
_ 54 '--'...LU.wL.........

0.01

2.2 nF

2.2nF

2.2 nF

II0kU

78.71<0

69.8kU

IlOkll

78.71<0

69.81<0

2.2 nF

2.2 nF

2.2 nF

140 Idl

5491<0

69.81<0

30.11<0

5491<0

l40kU

2.49kU

61.9 kU

69.8 kU

~---ovo

1001<0

fiGURE 4.9
Sixth-order O.lI40-dB elliptic low-pass filter.
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Band-Reject Filter Design

EXAMPLE 4.7. A O.l-dB Chebyshev band-reject filter is to be designed with notch
frequency f, = 3600 Hz, passband = 400 Hz. stopband = 60 Hz, Am.. = O. I dB, and
Am;. = 40 dB. The circuit must have provision for frequency tuning of its individual
stages.

Solution. The aforementioned FILDES program indicates that we need a sixth-order
filter with the following individual-stage parameters:
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Moreover. the actual attenuation at the stopband edges is 41 dB. and the midband gain is
18.2 dB. We shall implement the filter with a high"pass notch biquad stage, a low-pass
notch biquad stage, and a multiple-feedback band-pass stage. To bolster the midband
gain from 18.2 dB to 20 dB we impose HOBP> = 1.23 V/V. and to simplify inventory we
use 10-nF capacitances throughout.

Using Eq. (3.89) we find. for the high-pass nolch, R = 1/(21r x 907.14 x 10-8 ) =
17.54kO. RI = 2\.97 x 17.54 = 385.4kO. R2 = RJ = 100kO, R. = (100/2\.97)907.
142/(907.142 -754.362) = 14.755kO,andR~ = lookO. Proceeding inlike manner for
the other two sections. we end up with the circuit of Fig. 4.12, where the resistances have
been rounded off to I % standard values. and provisions have been made for frequency
and Q tuning.

SkO

fOI = 3460.05 Hz

f02 =3745.0 Hz

f03 = 3600.0 Hz

fll = 3600Hz

f,2 = 3600 Hz

f,l = 3600Hz

QI = 3\.4

Q2=3\.4

Ql = 8.72

A

-~ rtz=ZIZ'Z'l.fl Z2Z•

A

4.3
GENERALIZED IMPEDANCE CONVERTERS

Moreover, the actual stopband attenuation is 45 dB. This filter is readily designed using
three biquad sections, namely, a high-pass notch. followed by a low-pass notch, followed
by a symmetric notch (see Problem 4.13).

Impedance converters are active RC circuits designed to simulate frequency­
dependent elements such as inductances for use in active filter synthesis. Among the
various configurations. one that has gained prominence is the generalized impedance
converter (GIC) of Fig. 4. I 3, which can be used not only to simulate inductances,
but also to synthesize frequency-dependent resistances.

To find the equivalent impedance Z seen looking into node A, we apply a test
voltage V as in Fig. 4. 14, we find the resulting current I, and then let Z = V / I.

20.5

Frequency (kHz)

20 H++Vk-+-i

SkO

~ 0 ~+HIf+.l.+--l

Va .~
o

I 1.8 kO

14.7kO

10 nF

267 kO IOOkO

332 kO IOOkO

IOOkO

69.8 kO

FIGURE '.12
Sixth-order 1.0/40-dB elliptic band-pass filter.

FIGURE 4.13

Generalized impedance converter (GIC).
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SECTION 4.3
Generalized
Impedance
Converters

(4.120)

(4.12b)

A

1.
=> =D

1
D = R,R.C,C,

R,

(b)

A

The circuit now simulates a grounded frequency-dependent negative resistance
(grounded FDNR). Since a capacitance produces a voltage proportional to the
integral of the current, the FDNR (or D element, as it is often called) can be
viewed as an element that integrates current twice. Its Gle realization and circuit
symbol are shown in Fig. 4.15b, and its application will be illustrated shortly.
The D element can be adjusted by varying one of the resistances.

Figure 4.16 shows another popular realization of the D element (see Problem
4.17). Needless to say, the simulated impedances can be no better than the resis­
tances, capacitances, and op amps utilized in their simulation. For good results,
use IT\~f,,I· film resistors and NPO ceramic capacitors for temperature stability and
I' . , . ,'I,C capacitors for high-Q performance. And use a dual op amp with
Sufficiently lasl dynamics (see Section 6.5).

(a)

A

indicating that the circuit simulates a grounded inductance. This is depicted in
Fig. 4.15a. If desired, this inductance can be adjusted by varying one of the
resistances, say, R5.

2. All Zs are resistances, except for Z. and Z5, which are capacitances. Letting
Z. = IjjwC. and Z5 = IjjwC5 in Eq. (4.10) gives

FIGURE 4.15
(a) Inductance simulator and (b) D-element realization.

(4.llb)

(4.lIa)

FIGURE 4.14

Finding the equivalent impedance
of a OlC toward ground.

Explpiting the fact that each op amp keeps Vn = Vp, we have labeled the voltages
at the input nodes of both op amps as V. By Ohm's law, we have

J = V - V.
ZI

Summing currents at the node common to Z2 and Z3 and at the node common to
Z4 and Z5 we obtain, respectively,

V. - V + V2 - V = 0 V2 - V + 0 - V = 0
Z2 Z3 Z4 Z5

Eliminating VI and V2, and solving for the ratio Z = Vj J, we get

Z = Z.Z3 Z5 (4.10)
Z2 Z4

Depending on the type of components we use for Z. through Z5, we can configure
the circuit for various impedance types. The most interesting and useful ones are as
follows:

I. All Zs are resistances, except Z2 (or Z4), which is a capacitance. Letting Z2 =
IjjwC2 in Eq. (4.10) gives

It 4
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I



Synthesis Using FDNKs

(b)

R
,..,"1'--......----__-----<> v"

(a>

As an example of active filter synthesis using FDNRs, consider the RLC filter of
Fig. 4.18a. Low-frequency signals make L a short circuit and C an open, so these

We observe that the node designated as Vo in Fig. 4.17b is prone to external
loading. This can be avoided by using the response from the low-impedance output
of GAz, where it is available with a gain of I + R4/ R5. With equal resistances, this
gain is 2 VIV. If unity gain is desired, replace R with a voltage divider, in the manner
of Example 3.9.

Using L as given in Eq. (4.llb), we have wo = JR4/ R, R3R5C2C and Q =
RJR4C/R\ R3 R5CZ, so the sensitivities are

s'ft =~ = Si; = -S';;: = S';;; = S'(!' = -1/2

S~ = I S~, = sg = S~, = -S~. = S~\ = -sg = -1/2

'These fairly low values are typical of filters based on the ladder simulation approach.
If the circuit is implemented with Cz =C and R5 = R4 = R] =RI, then wo = 1/ RC
and Q = R/ R1. This resistance spread compares quite favorably with that of the
multiple-feedback band-pass filter, which is 4Q~Moreover, the DABP filter is easily
tuned since R\ (or R3) adjusts wo, and R adjusts Q. Even though the circuit uses
two op amps instead of one, it has been proved5 that if their open-loop frequency
characteristics are matched, as is usually the case with dual packages, the op amps
tend to compensate for each other's deficiencies, resulting in fairly small deviations
of Q and <tit) from their design values. Owing to these advantages, the DABP filter
is a highly recommended configuration.

FIGURE 4.t7
(a) Passive band-pass filter prototype and (b) active realization using an inductance simulator.

A

1.
~ = D

J

c,

FIGURE 4.16

Alternative D-element realization.

EXAMPI.E 4.8. In the circuits of Fig. 4.17 specify component values for a band-pass
response with Jo = 2 kHz and Q = 25.

Solution. The RLC prototype gives Vol Vi = (Zc II Zd/(R + Zc II Zd, Zc =
1/(j,oC>. Zr = j",L. Expanding and collecting gives Vo/Vi = Hop, with

WO = I/../LC Q = RJC/L

Choose C = 10 nF so that L = 1/(21fJo)2C = I/I(m x 2 x 103)2 x 10-81= 0.633 H,
and R = Q/.,fC{[ = 199 kQ (use 200 kQ, 1%).

Next. specify the comp<,"ents for the OIC. To simplify inventory, use equal capaci­
tances and equal resistances. Thus, C2 = C = 10 nF. By Eq. (4.llb), R, = R3 = R. =
R, = .JLTC2 = JO.633/10 8 = 7.96 kQ (use 7.87 kQ, 1%).

A

Synthesis Using Grounded Inductances

A popular GIC application is the realization of inductorless filters starting from pas­
sive RLC filter prototypes. To this end we first design an RLC filter meeting the given
specifications, then we replace its inductances with synthetic inductances realized
with GICs. Note, however, that this direct one-to-one replacement is applicable only
if the inductances in the prototype are of the grounded type.

A classic example is offered by the band-pass prototype of Fig. 4.17a. This is
a band-pass filter because low-frequency signals are shunted by L, high-frequency
signals are shunted by C, and intermediate-frequency signals are passed because
of resonance. Once the filter specifications are known, we first find a set of RLC
values meeting the specification, then we replace the original inductance with a
mc inductance simulator to end up with a circuit containing only resistances and
capacitances. The result is the dual-amplifier balld-pass (DABP) filter of Fig. 4.17b.
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signals are passed. High-frequency signals make L an open and C a short, so they
are rejected twice, indicating a second-order low-pass response. Since L is not a
grounded inductance, we cannot replace it with a simulated one. This obstacle is
avoided by the artifice6 of dividing each element value in the original network by
j w. This transforms resistances into capacitances, inductances into resistances, and
capacitances into D elements as

SECTION 4.4
Direct Design

1818.06 kU0.1 ~P

r-_-ll-.....--./II'---..............-----o V"

FIGURE 4.19

Low-pass filter using an FDNR.

(b)

+
Vo

(oj

LR

nGUR(,; 4.t8
Low-pass RLC filter prototype and its CRD equivalent.

,( 4

Iters:
I

(resistance of value L)

R I- ..... ---
jw jwR-1

jwL L-- .....
jw

IjjwC I
--- ..... ---

jw w2C

(capacitance of value R- I)

(D element of value C)

(4.13a)

(4.13b)

(4.13c)

Nellt, specify the components of the Gle, using equal components to simplify
inventory. Let CI =Cz = IOnF. By Eq. (4. I 2b), Rz = R) = R. =D/CzC, =(10- 11 /ll)/
(10-8)' =31.83 kO (use 31.6 kO, 1%). The circuit is shown in Fig. 4.19.

Remark. In order to provide a dc path for the tiny inverting-input bias current of OA z,a
resistive termination is required. This is performed by the I-MO resistance, whose large
vatue will have little effect on filter performance over the frequency range of interest.
A good choice for the op amps is a FET-input dual op amp. To avoid output loading, a
buffer can be used.

The transformed network is shown in Fig. 4.lgb. It can be proven3 that dividing
all the impedances of a network by the same factor yields a modified network with
the same transfer function as the original one. Consequently, the modified circuit
of Fig. 4.lgb not only retains the original response, but is also realizable with a
GtC since the transformation has eliminated the floating inductance while creating
a grounded D element, which is amenable to GtC simulation.

EXAMPl.E 4.9. Using the RLC circuit of Fig. 4.llla as a prototype, design a GIC
low-pass tilter with fo = I kHz and Q = 5.

Solution. The transformed circuit of Fig 4.18b gives, by the voltage divider for­
mula, Vol V, =(-I/wzC)/(I/jwR- 1+ L- l/wzC) = t/(I-wzLC+ jwRC) =HLP,
where

wo =1/&

Let the capacitance denoted as R-t be tOO nF. Since Qwo = I/RC, the value oftbe
Delement is R-1/Qwo = (100 x 10·')/(5 X 2ll x IW) = to- II /ll sZ/O. Finally,
the resistance denoted as L is 1/"'IlC = 1/[(2Jr x IW)z x 10-11 /ll] =7.958 kO (use
8.06kO, 1%).

4.4
DIRECT DESIGN

•
The interstage isolation properties of cascaded filters, while desirable from the view­
point of modularity, render the overall response particularly sensitive to individual­
stage parameter variations stemming from tolerance, thermal drift, and aging. Of
special concern are the high-Q stages, where even a small component variation in
a single stage may drastically alter the response of the entire cascade. On the other
hand, it has long been recognized that RLC filters of the doubly terminated ladder
type enjoy the lowest sensitivities to component variations. The ladder structure is a
tightly coupled system in which sensitivity is spread out over its elements as a group
rather than being confined to specific ones. Sensitivity considerations, together with
the wealth of knowledge available in the area of passive RLC network synthesis,
provide the motivation for the ladder simulation approach.

The starting point is a passive RLC ladder prototype, which is designed using
suitable filter tables or computer programs. The filter is then realized in active form
by replacing its inductors with simulated ones, that is, with active circuits specilk"lIy
designed to simulate inductance behavior. The resulting active network retains the
low-sensitivity advantages of its RLC prototype, a feature that makes it suited to
applications with stringent specifications.
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FIGURE 4.Z0

Doubly terminated series-resonant RLC ladder.

Figure 4.20 shows the general form of a doubly terminated, series-resonant
RLC ladder, one of the most frequently used RLC prototypes in active filter synthe­
sis. Physically, its behavior is explained as follows. At low frequencies, where the
inductances act as shorts and the capacitances as opens, the ladder provides a direct
signal path from input to output. Low-frequency signals are thus passed, and the dc
gain is RI(R + R) = 1/2 V/V.

At high frequencies, where the capacitances act as shorts, the ladder becomes
predominantly inductive and, as such, it presents considerable impedance to signal
propagation. Thus, high-frequency signals are attenuated.

At intermediate frequencies, due to the series resonance of the LC elements in
each leg, the response exhibits a series of notches, one for each leg. Consequently, the
ladder provides a low-pass response with notches, or an elliptic low-pass response.
The order n of the response is twice the number of legs plus I, that is, n is odd. If the
rightmost inductance is eliminated, then n is decreased by I and becomes even. Sup­
pressing the inductances in the ladder legs eliminates the resonances and therefore
the stopband notches. This reduced ladder version, referred to as all-pole ladder, can
then be used to synthesize the Butterworth, Chebyshev, or Bessel responses.

The individual element values are tabulated in filter handbooks7 or can be cal­
culated by computer.8 Table 4.2 shows an example of tabulated data. Element values
are normalized for a cutoff frequency of I radls and I Q; however, they are readily
adapted to actual frequencies by dividing all reactive elements by the desired cutoff
frequency W( of the filter.

TABLE 4.Z
Element values for doubly terminated Butterworth and Chebyshev low-pass Illters

Butterworth low-pass element .alues (I-radls bandwidth)

II L. Cz LJ C4 Ls C6 L, Cs L, CII

2 1.414 1.414
3 1.000 2.000 1.000
4 0.7654 1.848 1.848 07654
5 0.6180 1.618 2.000 1.618 0.618U
6 0.5176 1.414 1.932 1.932 1.414 0.5176
7 0.4450 1.247 1.802 2.000 1.802 1.247 04450
8 0.3902 1.111 1.663 1.962 1.962 1.663 Lilt 0.3902
9 0.3473 1.000 1.532 1.879 2.000 1.879 1.532 1.000 0.3473

10 0.3129 0.9080 1.414 1.782 1.975 1.975 1.782 1.414 0.9080 0.3129

Chebyshe.low·pass element.alues (I.radls bandwidth)

II LI Cz LJ C4 Ls C6 L, Cs Rz

O.I-<lB ripple

2 0.84304 0.62201 0.73781
3 1.03156 1.14740 1.03156 I.00U(]()
4 1.10879 1.30618 1.77035 0.81807 0.73781
5 1.14681 1.37121 1.97500 1.37121 1.1468 I ooסס1.0

6 1.16811 1.40397 2.05621 1.51709 1.90280 0.86184 0.73781
7 1.18118 1.42281 2.09667 1.57340 2.09667 1.42281 1.18118 ooסס1.0

8 1.18975 1.43465 2.11990 1.60101 2.16995 1.58408 1.94447 0.87781 0.73781

O.5-<1B ripple

3 1.5963 1.0967 1.5963 ooסס.1

5 1.7058 1.2296 2.5408 1.2296 1.7058 OOסס.1

7 1.7373 1.2582 2.6383 1.3443 2.6383 1.2582 1.7373 ooסס.1

I.O-dB ripple

3 2.0236 0.9941 2.0236 OOסס.1

5 2.1349 1.0911 3.0009 1.0911 2.1349 OOסס.1

7 2.1666 1.1115 3.0936 1.1735 3.0936 1.1115 2.1666 ooסס.1

Low-Pass Filter Design

As is, the ladder of Fig. 4.20 is not amenable to OIC simulation because it contains
floating inductances. This obstacle is overcome by applying the IIjw transformation
discussed in Section 4.3, after which the resistances are changed to capacitances, the
inductances to resistances, and the capacitances to D elements. The resulting CRD
structure is then simulated with grounded FDNRs.

In addition to applying the Iljw transformation, we must also frequency­
scale the normalized ladder elements to achieve the desired cutoff frequency, and
impedance-scale the resulting elements to obtain practical values in the final circuit.
The three steps can be carried out at once via the following transformations:3

Cnew = I/kzRold

Rj(new) = (kz/we)L j(old)

Dj(new) = (Il kzwe)Cj(old)

(4.14a)

(4.14b)

(4.14c)

where j = 1,2, ... , n. Here the element values of the RLC prototype are referred
10 as old, those of the transformed RCD network as new, We is the desired cutoff
frequency, and kz is an appropriate impedance-scaling factor to be chosen on the
basis of the desired impedance levels in the finaLcircuit.

EXAMPLE 4.10. Figure 4.21 (top) shows a ladder prototype suitable for Ihe GIC real­
ization of a sharp-cutoff smoothing filter for audio DIAconverters· The ladder provides
a seventh-order Cauer low-pass response wilh Am.. =0.28 dB and Ami. =60 dB at
f, = 1.252f,. Design an FDNR implementation with J. = 15 kHz.

Solution. First convert the normalized RLC prototype to a CRD network. Let us ar·
bitrarily decide to use l-nF capacitances throughout. Since the I·fl resistances must
change to l-nF capacitances, Eq. (4.14a) gives k, = 1/ I0-' = 10'.

By Eq. (4.14b), Rllo<w)= Lllold) x 10'/(2" x 15 x 103)= 1.367 x 10.610=
14.5 kfl, and R,coew) =0.1449 x 10.610= 1.54 kfl: by Eq. (4.14c), D,(o<w) = C'cold>!
(10' x 2Jl x 15 x 103 ) = 1.207 x 1.061 x 10- 14 = 1.281 X 10- 14 s' /fl. Applying
similar transformations to the other elements, we end up with the CRD network of
Fig. 4.21 (center).
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Finally. we find the elements in the FDNRs. Let us use the FDNRs of Fig. 4.16 with
R, = Rs = 10 kfl. Then. Eq. (4.12b) gives. for the leftmosl FDNR. R, = D/C' =
1.281 x 10-"/(10-9)' = 12.81 kfl (use 12.7 kfl. 1%). We similarly calculate the
remaining FDNRs and end up with the realizalion of Fig. 4.21 (bottom). where the
resistances have been rounded off 10 I% standard values.

Note again the use of the I-Mfl resistance atlhe input end to proVide a de path for
the op amps. To ensure a dc gain of ~ VIV. this resistance must be counterbalanced by a
1.06I-Mfl resistance atlhe output. To avoid loading problems. an output buffer is used.
The FDNRs can be implemented with dual FET-input op amps. If desired. each FDNR
can be tuned by adjusting one of its resistances.

185

SECTiON 4.4

Direct Design

(4.15a)

(4.15b)

(4.15c)

Solution. Using standard filler tables7 or filler-design computer programs." it is lound
Ihatthe specifications can be met with a fifth-order filler whose low-pass prototype has
the element values of Fig. 4.22 (top). The actual attenuation at the edge of the stopband
is A(f,) = 43.4 dB.

Let us arbitrarily impose Rn,w = 100 kfl. so k, = 10'. by Eq. (4.15a). Using
Eq. (4.15b). Cl(new) = 1/(10' x 21T x 300 x 1.0278lJ)=5.161 nF. Using Eq. (4.15cl.
L,(new) = 10' /(21T X 300 x 1.21517) = 43.658 H. Applying similar transformations 10

the other elements we end up with the high-pass ladder of Fig. 4.22 (center).
Finally. we find the elements in the OICs. Let C = 10 nF and impose equal resis­

tances. Then, liq. (4.11) requires. for the leftmost OIC. R, = R., = R, =R, =../LTC =
J 43.658/10-8 = 66.07 kfl. Likewise. the resistances for the other OlC are found to be
75.32 kfl. The final circuit is shown in Fig. 4.22 (bottom). where the resistances have been
rounded off to I% standard values. To avoid output loading. a vollage buffer can be used.

High-Pass Filter Design

Rnew = kz/ Rold

Cj(new) =lj(kzwcLj(old»
•

L j(new) = kz/(w"Cj(old»

where the meaning of the notation is similar to Eq. (4.14).

EXAMPLE 4.11. Design an elliptic high-pass filler with j; = 300 Hz. t, = 150 Hz.
An", = 0.1 dB. and Amin = 40 dB.

The ladder network of Fig. 4.20. though of Ihe low-pass type. can aiso serve as
prototype for high-pass filters provided we replace the inductances with capacitances.
the capacitances with induclances. and use reciprocal element values to maintain
frequency normalization at I radls. The transformed network provides a response
with characteristics reciprocal to the original one. that is. a Cauer high-pass response
with a cutoff frequency of I radJs and with notches located at reciprocal positions of
the low-pass prototype. Suppressing the capacitances in the legs of the transformed
ladder eliminates the stopband notches. This reduced ladder can then be used to
synthesize the Butterworth. Chebyshev. or Bessel responses.

In either case. the inductances of the transformed ladder are of the grounded
type and as such can be simulated with GtCs. After the low-pass to high-pass trans­
formation, the elements must be frequency-scaled to the desired cutoff frequency
and impedance-scaled to practical impedance levels. The three steps can be carried
out at once via the following transformations:3

1 nF

C R, RJ R, R,

1 nF 14.504 n ·~18.939n 16,7530 11.6290

R, R, R.
1.5370 7.672 U 5.3640 C

+
V, + V.

I nF
D, D,_ D._

1.281 x W-,,= 9.082 x 10-1)- 9.7x 10-1)-

FIGURE 4.1t

Seventh-order 0.28/60-dB elliptic low-pass filter. Top: nonnalized RLC prototype; center:
CRD equivalent. with D-elernent values in square seconds per ohm; and bottom: active
realization using FDNRs.



4.5
THE SWITCHED CAPACITOR

The filters investigated so far, known as continuous-time filters. are characterized by
the fact that Ho and Q are usually controlled by component ratios and~ is controlled
by component products. Though ratios can easily be maintained with temperature and
time by using devices with adequate tracking capabilities, products are inherently
more difficult to control. Moreover, Ie processes do not lend themselves to the
fabrication of resistances and capacitances with the magnitudes (103 to 106 nand
10-9 to 10-6 F) and accuracies (I % or better) typically required in audio and
instrumentation applications.

If filter functions are to coexist with digital functions on the same chip, fil­
ters must be realized with the components that are most natural to ~VLSI pro­
cesses, namely, MOS transistors and small MOS capacitors. This constraint has
led to the development of switched-capacitor (SC) filters,'D-12 which simulate re­
sistors by periodically operating MOS capacitors with MOSFET switches, and
produce time constants that depend on capacitance ratios rather than R-C
products.

To illustrate, let us start with the basic MOSFET-capacitor arrangement of
Fig. 4.23a. The transistors are n-channel enhancement types, characterized by a
low channel resistance (typical~ < 103 m when the gate vollage is high, and a
high resistance (typically> 101 mwhen the gate voltage is low. With an off/on
ratio this high, a MOSFET can be regarded for all practical purposes as a switch.
If the gates are driven with nonoverlapping out-of-phase clock signals of the type
in Fig. 4.23b, the transistors will conduct on alternate half cycles, thus providing a
single-pole double-throw (SPDT) switch function with break-before~make charac­
teristics.

Referring to the symbolic switch representation of Fig. 4.24a and assuming
VI > V2, we observe that flipping the switch to the left charges C to VI. and flipping
it to the right discharges C to V2. The net charge transfer from VI to V2 is t. Q =
C(VI - V2). If the switch is flipped back and forth at a rate of fcK cycles per
second, the charge transferred in I second from VI to V2 defines an average current

+
Vo

+
Vo

R
10

R
IOOkOL.

56.724 H
L,

43.658 H

C,
1.21517 F

L,
O.151J4H

1.02789 H10

R C, C, C,

IOOkO 5.16~: nF I--6-.5-j~5t-n-F--"""'------<>.... c,l J.'J C.

35.05 nF 12.03 nF

100 kO 5.161 nF 3.251 nF

"r~"
~ 66.5 kO
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FIGURE 4.13
Switched capacilor using a MOSFET SPDT switch. and clock
drive for Ihe MOSFETs.

FIGURE 4.22

Fiflh-order 0.1 /40-dB elliplic high-pass filler. Top: normalized RLC prototype; cenler: high­
pass equivalenl; and bollom: active realization using simulated induclances.

(a) (b)
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SC Integrators

lavg = ICK x tlQ, or

SECTION 4.~

The Switched
Capacitor

where WCK = 2JrfcK, then current flow from Vj to the summing node can be regarded
as continuous, and wo is found by substituting Req into Eq. (4.18),

CI
wo =- ICK (4.20)

C2

This expression reveals three important features that hold for SC filters in general,
not just for SC integrators:

I. There are no resistors. This is highly desirable from the viewpoint of IC fabrica­
tion, since monolithic resistors are plagued by large tolerances and thermal drift,
and also take up precious chip area. Switches, on the olher hand, are implemenled
with MOSFETs, which are the basic ingredients of VLSI technology and occupy
very little chip area.

2. The characteristic frequency wo depends on capacitance ratios, which are much
easier to control and maintain with temperature and time than R-Cproducts. With
present technology, ratio tolerances as low as 0.1% are readily achievable.

3. The characteristic frequency wo is proportional to the clock frequency fcK, indi­
cating that SC filters are inherently of the programmable type. Varying feK will
shift the response up or down the frequency spectrum. If, on the other hand, a
fixed and stable characteristic frequency is desired, fcK can be generated with a
quartz crystal osciJIator.

Equation (4.20) also shows that by judicious choice of the values of fcK and Ihe
C1/C2 ratio, it is possible to avoid undesirably large capacitances even when low val­
ues of wo are desired. For instance, with fcK = I kHz, CI = I pF, and C2 = 15.9 pF,
the SC integrator gives 10 =(1/21£)(1 fl5.9) 103 =10 Hz. An RC integrator with the
same 10 could be implemented, for instance, with RI = 1.59 MQ and C2 = 10 nF.
Fabricating these components monolithically and maintaining the value of their
product within 0.1 % would be unrealistic. Current SC filters use capacitances in the
range of 0.1 pF to lOOpF, with the l-pF to IQ-pF range being the most common. The
upper limit is dictated by die area co'\Siderations, and the lower limit by parasitic
capacitances of the SC structure.

To minimize the effect of parasitic capacitances and also increase circuit ver­
satility, practical SC integrators are implemented with SPDT switch pairs, in the
manner of Fig. 4.26. In Fig. 4.200, flipping the switches down discharges C) to
zero, and flipping the switches up charges CI to Vj. Current wiJI thus flow into the
summing junction of the op amp if Vi > 0, and out if Vi < 0, indicating that the
integrator is of the inverting type.

(4.16)

(4.19)

(b)(a)

FtGURE 4.24

Resistance simulation using a switched capacitor.

w« WCK

As we know, the RC integrator of Fig. 4.25a yields H(jw) = -I/(jw/wo), where
the unity-gain frequency is given by

Note that charge is flowing in packets rather than continuously. However, if ICK is
made sufficiently higher than the highest-frequency components of VI and V2, the
process can be regarded as continuous, and the switch-capacitor combination can be
modeled with an equivalent resistance

Req
__ VI - V2 1_

(4.17)
lavg CfcK

The model is depicted in Fig. 4.24b. Let us investigate how such a resistance can
be used to implement, what by now has proved to be the workhorse of active filters,
namely, the integrator.

I
wo = -- (4.18)

RIC2

Replacing R) by an SC resistance gives the SC integrator of Fig. 4.25b. If the input
frequency w is such that

,8
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(a) (b) la) Ib)

FIGURE •.25

Converting an RC integrator to an SC integrator.
FtGURE •.26

Inverting and noninverting SC integrators.



190

CI,Af'TER 4
Active Filters:

Part II

Changing the phase of one of the switches yields the circuit of Fig. 4.26b. With
the switches in the positions shown, the left plate of CI is at Vi and the right plate at
oV. Commutating both switches will discharge C I to 0 V, thus pulling charge out of
the summing junction if Vi > 0, and pushing current into the junction if Vi < O. A
simple phase rewiring of the two MOSFETs making up one of the switches inverts
the direction of [avg, resulting in an SC integrator of the noninverting type. We shall
exploit the availability of this type of integrator in the next sections.

Practical Limitations of SC Filters

There are some important limitations that we need be aware of when applying
SC filters. IO First, there are limits on the permissible range of fCK. The upper
limit is dictated by the quality of the MOS switches and the speed of the op amps.
Taking 10 pF as a typical switched capacitance and I kg as a typical resistance of
a closed MOS switch, we observe that the time constant is on the order of loJ x
10-1t = IOns. Considering that to charge a capacitance to within 0.1 % of its final
voltage takes about seven time constants (e-7 ~ 10-3), it follows that the minimum
time interval between consecutive switch commutations is on the order of 102 ns.
This also happens to be the typical time it takes for the step response of aMOS op
amp to settle within 0.1 % of its final value. Consequently, the upper limit for !cK
is in the megahertz range.

The lower practical limit for !cK is dictated by the leakage of open MOS
switches and the input bias currents of op amps, both of which tend to discharge the
capacitors and, hence, to destroy the accumulated information. At room temperature
these currents are in the picoampere range. Assuming a maximum acceptable droop
of I mV across a capacitor of 10 pF, we have!cK ~ (I pA)/[(1O pF) x (I mV;J =
102 Hz.ln summary, the permissible clock range is typically 102Hz < !cK < 10 Hz.

The other important limitation of SC filters stems from their discrete-time rather
than continuous-time operation. This is evidenced in Fig. 4.27, which shows the

FIGURE 4.17
Noninverting SC integrator waveforms.

input and output waveforms for the noninverting integrator of Fig. 4.200. TIme has
been divided into equal intervals according to the clock period TCK. Referring to
the actual circuit, we observe that t/> pulses charge Ct to Vj, while 4> pulses pull
the charge accumulated in C, out of C2, causing a step increase in Vo- Because of
nonzero switch resistance, this step is gradual.

Letting n denote an arbitrary clock period, we have vo[nTcKJ = v,,[(n-I )TCKJ+
~Q[(n - I)TcKl/C2, or

CI
vo[nTcKJ = vo[(n - I)TCKJ + -v;[(n - I)TcKJ (4.21)

C2

where ~Q[(n - I)TcKJ=Clvi[(n - I)TcKJ denotes the charge accumulated by
C, during the previous t/> pulse. Equation (4.21) represents a discrete time sequence
relating input and output values, which have been emphasized with dots. A well­
known Fourier transform property states that delaying a signal by one clock period
TCK is equivalent to multiplying its Fourier transform by exp( - jwTCK). Taking the
Fourier transforms of both sides of Eq. (4.21) gives

Vo(jw) = Vo(jw)e-jwTcK + ~~ Vj(jw)e-jwTcK (4.22)

Collecting, solving for the ratio H(jw) = Vo(jw)/ Vi (jw), and using Euler's iden­
tity sina = (ea - e-a)/2j, we finally obtain the exact transfer function of the SC
noninverting integrator,

H(jw) = _1- x 1fW/WCK x e-j1fW/WcK (4.23)
jw/"'O sin(1fw/WCK)

where "'0 = (CI/C2l!cK and WCK = 21f/TcK = 21f!cK.
We observe that in the limit W/WCK --> 0 we obtain the familiar integrator

function H(jw) = I /(jw/"'Ol, confirming that as long as WCK » w, the SC process
can be regarded as a continuous-time process. Writing H(jw) = [I/(jw/w)) x £m X

exp(- j£t/» indicates that in general the SC process introduces a magnitude error
£m = (1fw/WCK)/[sin(1fw/WCKl] and a phase error £t/> = -1fW/WCK. The effect of
tbese errors is illustrated in the linear plots of Fig. 4.28 for a noninverting integrator
with "'0 = WCK/IO.

The ideal magnitude and phase responses are IHI = I/(w/"'O) and ~H = _90°.
The SC integrator deviation increases with w until, for w = WCK, the magnitude
error becomes infinite and phase undergoes polarity reversal. These results are con­
sistent with well-known sampled-data principles, stating that the effect of sampling a
function of time at the rate of fCK samples per second is a replication of its frequency
spectrum at integral multiples of fCK.

For w « WCK, the effect of the magnitude error is similar to the effect of
component tolerance or drift in ordinary RC integrators. As such, it may not be
detrimental, especially if the performance requirements are not stringent. To contain
this error within tolerable limits, the useful frequency range is limited to a couple of
decades below WCK.

The effect of the phase error, however, is critical since it may cause Q enhance­
ment or even instability. One method of compensating for this error is by alternating
the clock phasing of consecutive integrators,lO as we shall see in Section 4.6.

. "



12 IHI
IER 4

Filters: 2

,III

-1800

-2700

FIGURE 4.Z8
Magnitude and phase responses ofa noninverting SC integrator
for the case wo = WCK/ 10.

~
c,

v· +

.~ ~

FIGURE 4.Z9
SC biquad filter.

into the summing junction of OA I, so the corresponding average current is II =
ClfcK(VLP - Vi). Summing currents at this junction gives, for w« ClICK,

ClfcK(VLP - Vi) +C3!CK VOP+ jwC2VOP =0

Substituting VLP =Vopj(jwjwo) and collecting gives Vopj Vi =Hoop Hop and
VLPj Vi = HOLPHLP, where HLP and Hop are the standard second-order low-pass
and band-pass responses, and

CI CIwo = - fCK Q = - Hoop = Q HOLP = I VIV (4.24)
Cz C3
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The realization of Fig. 4.29 is by no means unique, nor is it necessarily the
best. In fact (see Problem 4.26), its capacitance spread increases with Q to the point
of making this arrangement unfeasible. Figure 4.30 shows an SC realization with

4.6
SWITCHED-CAPACITOR FILTERS

Switched-capacitor filters are based on the integrator configurations of the previous
section. As in the case of continuou,-tillie lilters, two popular approaches to SC filter
synthesis are the cascade "1'[''' ,.,." "t 'he "'dder simulation approach.

Dual-Integrator-Loop Filters

I
EXAMPLE 4.1z, Assuming tCK = 100 kHz in the circuit of Fig. 4.29, specify suitable
capacitances for aButterworth low-pass response with til = I kHz and a total capacilance
of 100 pF or less.

Solution. We have CdC, =tCK/(2"!1I) = 15.9 and C3/C, = I/Q = ../2. Choose
C, = I pF, C2 = 15.9 pF, and C3 = 1.41 pF.

.
A dual-integrator-loop SC filter can be synthesized by replacing the resistors of
a continuous-time prototype with SC equivalents. Figure 4.29 shows the SC im­
plementation of the popular biquad topology of Fig. 3.36. Here OAz is a lossless
noninverting integrator, a function that requires only one op amp when implemented
in SC form. We thus have, for w « ClICK,

I
VLP = -.-- Vop

]wjwo

where wo = (CljCZ)!CK, by Eq. (4.20). The op amp OAI forms a lossy inverting
integrator, whose equivalent feedbackresislance, simulated by C3 and the associated
switch, sets the value of Q. By Eq. (4.17), this resistance is RQ = IjC3fcK. With
the input switches in the position shown, the leftmost capacitance C I is charged to
VLP - Vi· flipping the switches down transfers the charge t. Q = C I (VLP - Vi)

c,

FIGURE 4.30

SC biquad filte, with improved capacitance spread.



(4.28)

(4.27)

(b)

I
we, = RsCk

CR,ICO = R;/Rs

(a)

FIGURE 4.32
LC ladder section and its realization in SC form.

V'_I~L'_IV,. . . .
...... -c>
11_1 II;

I,_,-I,~ L ..

..

For simplicity we can let R; = Ro = Rs = I n, after which we get CR, = CR. = Co·
As an example, Fig. 4.33 shows a fifth-order low-pass SC filter. Since the leftmost

reactive element in the ladder prototype is a capacitance, the leftmost integrator is
a C-integrator. The rightmost integrator is either a C-integrator or an L-integrator,
depending on whether the order n of the filter is odd (as in the example) or even.
Moreover, the leftmost and rightmost integrators must be of the lossy type 10 simulate
the terminating resistances. Note also the alternation in the switch phases of adjacent
integrators in order to minimize the effects of sampling delays, as mentioned at the
end of the previous section.

We thus conclude that if the conditions of Eqs. (4.26) and (4.27) are met, the SC
integrators of Fig. 4.32b will simulate the LC pair of Fig. 4.32a. The by-product
variables V"_I and V" need not concern us as they are inlerna~ to the circuit. .

To complete the ladder simulation, we also need SC eqUIvalents of the terrm­
nating resistors. This is readily achieved by making the first and last SC integrators
of the lossy type. Denoting the capacitances simulating these resistances as C R, and
CR., we have

This integration is implemented with a C-integrator of the type also shown in
Fig. 4.32b. By Eq. (4.20), its capacitances must satisfy Co/Ce, = we" or

Multiplying numerator and denominator by Rs to convert the currents h-I and Ik
to the voltages V"_I = Rsh-I and V" = Rsh, we obtain

(4.26)

···0R. ~,
...

FIGURE 4.31
Doubly terminated all-pole RLC ladder.

CL,_,/CO = (Lk-I / Rs)!CK

Next consider the capacitance Ch whose voltage is

I
Vk = -.-Uk-I - h)

jWCk

Ladder Simulation

I I I
Vk_ 1 = -.----(Vk-I - Vkl WL'_I = ---

jU)/WL,_, Lk-I / R..

This integration is implemented with an L-integrator of the type also shown in
Fig. 4.32b. By Eq. (4.20), its capacitances must satisfy CO/CL,_, = WL,_" or

Direct SC filter synthesis uses SC integrators to simulate passive RLC ladders. Since
it retains the low-sensitivity advantages of ladders, this approach is preferable when
filter specifications are more stringent. One of the most frequently used structures
is the doubly terminated all-pole ladder of Fig. 4.31, which can be configured for
Butterworth, Chebyshev, or Bessel re~ponses, the order n coinciding with the num­
ber of reactive elements present. As we know, the required component values are
tabulated in filter handbooks or can be calculated by computer.

We observe that the ladder is a repetitive structure of LC pairs of the type of
Fig. 4.32a. The inductance current is

Vk-I - Vkh-I = .....:.:...--'----"-
jWLk-1

SC integrators are inherently voltage-processing blocks, so to make the above func­
tion amenable to SC implementation, we use the artifice of multiplying both sides by
a scaling resistance R.. , which converts the current h-I to a voltage V"_I = R., h-I ,
or

improved capacitance ratios. The circuit uses an integrator/summer and a noninvert­
ing integrator to provide the band-pass and high-pass responses. It can be proved
(see Problem 4.27) that

C3 C2 -I
W() = - fcK Q = - Hoop = -I V/V HOHP = - (4.25)

C2 CI Q
In the next section we investigate the cascade design of higher-order filters using

dual-integrator loops, an approach that is particularly attractive when filter specifi­
cations are not too stringent. For low-sensitivity applications, the direct synthesis
methods discussed next are preferable.
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(4.300)

(4.30b)

Ll(new) = BW/Cltold)

L2tnew) = L2(old)/BW

Cltnew) = CI(old)/BW

C2tnew) = BW/ L2told)

where the low-pass elements are referred to as old, and the band-pass ones as new.
The former are tabulated in filter handbooks.

yields a band-pass response: Replacing each capacitance in. the. original ladder. by
a series LC pair and each mductance by a parallel LC patr yields a band-reject
response.

Once the ladder has been transformed, we write circuit equations for each node
and branch, and use resistance scaling to convert currents to voltages to render
the equations amenable to SC simulation. We shall illustrate the procedure for the
band-pass case.

The ladder of Fig. 4.34 (top) is a second-order low-pass prototype. If we replace
its capacitance by a parallel LC pair and its inductance by a series LC pair, we end
up with the fourth-order band-pass ladder of Fig. 4.34 (center). RLC filter theory
states3 that to achieve a center frequency of I radls with a normalized bandwidth
BW, the element values of the transformed ladder must be related to those of the
low-pass prototype as

FIGURE 4.34

Fourth-order band-pass filler. Top: second-order RLC prototype; center: fourth-order RLC
eqUivalent; and bollom: SC realization.

(4.29)

EXA MPLE 4.13. In the circuit of Fig. 4.33, specify capacitances for a fifth-order But­
terworth low-pass response with I, = 1 kHz and ICK = 100 kHz.

Solution. From Table 4.2 we find the following normalized element values: CJ =
Cs =0.618, C3 =2.000, and L2 = L4 = 1.618. Using Eq. (4.29), we obtain Cc,/Co =
It.618 x IOl/21£IlP=9.836, CL,/Co=1.618 x IOS/21£IlP=25.75, etc., and CN.!
Co = CR..! CO = I. A set of capacitances meeting the above constraints is CN, = CNo =
Co = I pF, Cc• = Cc, =9.84 pF, CL, =CL• =25.75 pF, and Cc, =31.83 pF.

where Ck and Lk represent the kth normalized reactive element values of the filter
prototype.

Direct Synthesis of Low-Pass Filters

FIGURE 4.33
Fifth-order SC low-pass filler.

Although the element values ofTable 4.2 refer to all-pole ladders with an inductance
as the leftmost reactive element, they are readily adapted to ladders with a capacitance
as the leftmost reactive element, provided we change the column headings from L I,
C2, L3, C4, ... to CI, L2, C3, L4, .... Since the tabulatedRLCvalues are normalized
for a cutoff frequency of I radls, they must be frequency-scaled before Eqs. (4.26)
and (4.27) can be applied. As discussed in Section 4.4, this requires dividing all
reactive values by the cutoff frequency We' Assuming Rs = I n, the above equations
become

Direct Synthesis of Band-Pass Filters

l1f low-pass ladder of Fig. 4.31 can also serve as the prototype for other responses.
For example, replacing each capacitance by an inductance and vice versa, and using
reciprocal element values, the ladder becomes of the high-pass type. Replacing each
inductance in the original ladder by a parallel LC pair yields a low-pass response
with notches, that is, an elliptic low-pass response. Replacing each capacitance in
the original ladder by a parallel LC pair and each inductance by a series LC pair

6
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I
WL, = L2IR.

(4.31 )
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Let us now develop the necessary circuit equations. By KCL, VI =(I IjwCI) X
(I; ~ h - 13)· Multiplying numerator and denominator by the scaling resistance R.
to convert currents to voltages as V/ = R.I;, V:f = R.h, and V3= R.1), we obtain

I I I I I
VI = -.--(V; - V2 - V3) Wc ---

jwlwc, I - R.CI

By Ohm's law, 12 = VI IjwL I. Multiplying both sides by R. gives

I I I
V2 = -.--VI WL, = LI/R.jWIWL,

By Ohm's law, 13 = (V, - V2)ljwL2, or

I I
V3 = -.--(VI - V2)

jWIWL,

The MFIO Universal SC Filter

The MFIO filter. whose block diagram is shown in Fig. ~.35. consists of two dual­
integrator-loop sections, each equipped with an uncommllled op amp to add versa­
tility and facilitate cascading. Each section can independently be configured for the
low-pass. band-pass. high-pass. notch. and all-pass responses. by means.of e~ternal
resistances. Though these resistances could have been syntheSized on-chip us~ngSC
techniques. placing them under the control of the user increases the. versatlht~ of
the circuit. Furthermore, filter parameters are made 10 depend on resistance rallos.
rather than on absolute values, to take advantage of component Irackm~.

The integrators are of the noninverting type, with the transfer function

I
HUn = iflfl

FIGURE 4.35 . .
Block diagram of the MFIO universal monolithic dual SC filter. (Courtesy of NatIOnal Sem,-

conductor.)
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EXAMPLE 4.14. Specify capacilances in Fig. 4.34 (bollom) for a fourth-order O.l-dB
Chebyshev band-pass response with fo = I kHz, BW = 600 Hz, and fCK = 100 kHz.

Solution. From Table 4.2 we find lhe following low-pass protolype element values:
C, =0.84304 and L 2 = 0.62201. The normalized bandwidth is BW =600/1000 =0.6,
so lhe normalized band-pass ladder elements are C, = 0.84304/0.6 = 1.405, L, = 0.6/
0.84304 = 0.712. L 2 = 0.62201/0.6 = 1.037. and C2 = 0.6/0.62201 =0.9646.

~sing Ri = Ro = R, = I Q, and CR, = CR. = Co = I pF, we find Ce, = IOSC,/
2JTIO' = 15.92. C, = 15.92 x 1.405 = 22.36pF,CL, = 15.92 x 0.712 = II.33pF.
CL, = 16.51 pF. and Ce, = 14.81 pF.

4.7
UNIVERSAL SC FILTERS

I I I
V2 = Vo + -.--V3 wc ---

jWIWd ' - R.C2

All equations are realizable with the SC integrators of Section 4.5. An actual imple­
mentation is shown in Fig. 4.34 (bottom). The SC capacitance ratios are found via
Eq. (4.29) wilh We replaced by the desired center frequency WO.

By KVL, V2 =Vo + 1)1jwC2, or

Switched-capacitor ladder filters are available in a variety of configurations,
both in stand-alone form and as pan of complex systems such as Codecs. Stand­
alone filters are usually preconfigured for commonly used responses, such as the
eighth-order Butterworth, Cauer, and Bessel responses provided by the SC filters of
the LTC I064 series (Linear Technology).

Universal SC fillers use the dual-integrator-loop configuration to provide the basic
second-order responses. These responses can then be cascaded to implement higher­
order fillers. Two popular and well-documented examples are the LTC I060 (Linear
Technology) and the MF10 (National Semiconductor).
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FIGURE 4.37
State-variable configuration using the MPIO. (Courtesy of National Semiconductor.)
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EXAMPLE 4.15. In the circuit of Pig. 4.36, specify suilable resistances for a band-pass
response with 10 = I kHz, BW = 50 Hz. and HOBP = 20 dB.

Solution. Impose R3/R2 = Q = Io/BW = 103/50 = 20, and RJ/R, = IHoBPI =
102"/20 = 10. Pick RI = 20 kQ, R2 = 10 kQ, R3 = 200 kQ, fcK = 100 kHz, and tie
the 50/100/CL pin to ground to make II = ICK/ 100.

The mode of Fig. 4.37 is referred to as the state-variable mode because it
provides the high-pass, band-pass, and low-pass response~ by direct consec.utive
integrations. One can readily show (see Problem 4.29) that, If f « fcK, the Circuli
gives VHP/ Vi = HOHpHHP, VBP/ Vi = HOBPHBP, and VLP/ Vi = HOLpHLP, where

fo = ftJRz/ R4 Q = (R3/ RzWRz/ R4 (4.340)

HOHP = -R2/RI HOBP = -R3/RI HOLP = -R4/ RI (4.34b)

A distinctive feature of this mode is that fo can be tuned independently of the
integration unity-gain frequency fl = fcK/ 100(50) by means of the ratio Rz/ R4,
a feature we shall exploit in cascade design. Since the summing amplifier is now
inside the integrator loop, the frequency limitations of its open-loop gain are likely to
cause Q enhancement, a subject that will be addressed in Chapter 6. Suffice it to say
here that this enhancement can be compensated by placing a phase-lead capacitance
on the order of 10 pF to 100 pF in parallel with R4.

By combining the high-pass and IQW-pass responses with an external summing
amplifier, in the familiar manner of Fig. 4.38, the notch response is synthesized. One

Note that in this mode both fz and fo coincide wilh the integration unity-gain

frequency fl = fcK/lOO(50).

VBP/ Vi = HOBpHBP, and VLP/ Vi = HOLPHLP, where

fz = fo = fl Q = R3/ Rz

HON = HOLP = -Rz/RI HOBP = -R3/ RI

I

R,

FIGURE 4.36

Basic MFlO connection for the notch band-pass, and low-pass responses.
(Courtesy of National Semiconductor.) ,

Modes of Operation

where fl is the integration unity-gain frequency, and

fcK fCK
fl = 100 or 50 (4.32)

d~pend.ing o~ th~ voltage level applied at the 50/ 100/CL frequency-ratio program­
ming pin: tying It to ground enables the 100 ratio, and tying it to the positive supply
enables the 50 ratio.

In general, the characteristic frequency fo of a section coincides with the unity­
gain frequency ft of its integrators; however, connecting an external resistance
between the LP and INV pins shifts fo away from fl by an amount controlled
by an external resistance ratio. This feature is useful in cascade design, where the
resonance frequency of each stage must be set independently while all sections are
controlled by the same c1oclC'frequency fcK. .

.For ~dditional flexibility, an internal programming switch is provided, whose
POS1ll0~ ~s user-programmable by means of the SAB control pin. Tying this pin to
the posItive (negative) supply positions the switch to the right (left). Whereas the
integrators provide the band-pass and low-pass responses, the input amplifier can be
made to provide the high-pass, notch, or all-pass response, depending on the external
resistance connections and the internal switch position.

Each seCtion can be configured for a variety of different modes. The following
are some of the most significant ones; others can be found in the data sheets and
application notes.4

. The circuit of Fig. 4.36 provides the notch, band-pass, and low-pass responses.
Since the summing amplifier is outside the two-integrator loop, this mode is faster
and allows for a wider range of operating frequencies. Assuming f « fcK, we have

Rz Rz VN - VLP ~
VN = - - Vi - - VBP VBP = VLP =~

RI R3 jf!ft if/ft

where fl is given by Eq. (4.32). Eliminating VLP and VBP yields VN/ Vi = HONHN,

>;R 4

ilters:
II
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FIGURE 4.39
Fourth-order, I-dB, 2-kHz Chebyshev low-pass filter.
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EXAMPLE 4.16. Using the MFIO filter, design a fourth-order 1.0-dB Chebyshev low­
pass filter with fe = 2 kHz and O-dB dc gain.

Soludon. Let fcx=IOOfe=200 kHz. From Table 4.1 we find that the following
individual-stage parameters are needed; fOi =0.993fe. Q1 =3.559, foz = 0.529fe, and
Qz = 0.785. Let section A be the low-Q stage, and section B the high-Q stage, and let
us cascade them in Ihis order to maximize filter dynamics. Since both sections require
frequency shifting with respect 10 fe, we use the configuration of Fig. 4.37.

By Eq. (4.34), ,JRzAfR4A -0.529, or RZA /R4A =0.2798; RJA/RzA=QA/
,JRzAfR4A 0.785/0.529 = 1.484; R.. / RIA = IHOLPA I = I. Let RIA = R4A = 20kO.
Then, RZA = 5.60 kO and R)A = 8.30 kO. Likewise, we find R'B = R4B = 20 kO,
RZB = 19.7 kO, and R3B = 70.7 kO. The final circuit is shown in Fig. 4.39, where the
resistances have been rounded off to I% standard values. For optimum performance,
bypass the power supplies with O.I-ILF disk capacilors right at the supply pins.

lP

FIGURE 4.38

MFIO with an external op amp to provide the notch response. (Courtesy of National Semi­
conductor.) ,

can readily show (see Problem 4.29) that, if f « fCK, the circuit gives

Vo = HON 1- ([/f2)2
V, 1- Wfo)2 + (jf/fo)/Q

fo = frJ R2/ R4 fz = fJVRH/RL Q = R3/R2JR2/R4 (4.35a)

%~ ~ ~ ~
HON =-- HOHP =-- HOBP =-- HOlP = -- (4.35b)

RLRI RI RI Rj

Depending on how one specifies the various resistances, the notch can be of the high­
pass or low-pass type, and it can be utilized in the synthesis of Cauer filters. When
cascading, the high-pass and low-pass outputs of a given section can be combined
by means of the input amplifier of the following section, thus reducing the number
of external op amps to one, that of the last section.

R,

Cascade Design
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EXAMPLE 4.17. Design an elliptic low-pass filter meeting the following specificalions:
fe = I kHz, f, = 2 kHz, Am.. = 1.0 dB, Ami. = 50 dB, and O-dB dc gain.

Solution. The aforementioned FILDES program indicales thai we need a fourth-order
filter wilh Ihe following individual-stage paramelers:

Moreover, the actual allenuation at 2 kHz is 51.9 dB.

Dual-integrator-loop sections can be cascaded to synthesize higher-order filters. If
we drive all sections with the same clock, the overall filter will be programmable,
since varying fcK will translate all responses up or down the frequency spectrum
without affecting their Qs or gains. The resonance frequencies of the individual
sections may require shifting with respect to the characteristic frequency of the
overall filter. This is accomplished by means of R4, as demonstrated by Eqs. (4.34a)
and (4.35a). Following are a few cascade-design examples; others can be found in
Ihe manufacturer's literature.4

f01 = 0.5650 kHz

foz = 0.9966 kHz

f" = 2.1432 kHz

f,z = 4.9221 kHz

Q, =0.8042

Qz = 4.1020
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4.4 (a) Sketch the magnitude plots of the Bulterworth and Chebyshev responses for n =5
and A.... = I dB. (b) Compare the allenualions provided at w = 2w,..

4.5 The normalized third-order BUllerworth low-pass response is H(s)= 1/(s3+2s2+
2s + I). (a) Verify that it satisfies Eq. (4.4) wilh E = I. (b) Show that if k, =0.14537
and k2 =2.5468. the single-op-amp filler of Fig. P4.5 implements the third-order
Bullerworth response withw, = 1/ RC(k,k2)'/3.(c)Specify components for f,· = I kHz.

4.3 Using Eq. (4.6), find lhe passband frequencies at which the gain of a seventh-order
O.5-dB Chebyshev filter exhibits its peaks and valleys. as well as the gain at2w,. lOw,.

FIGURE P4.5

4.6 The normalized fourth-order BUllerworth low-pass response can be factored as H (,.) =
[s2 + s(2 - 2 ' /

2)1/2 + I)-I X [S2 + s(2 + 2'/2)'/2 + 11-'. (a) Verify thai it satisfies
the condilion of Eq. (4.4) with E = 1. (b) Design a fourth-order Bullerworth low-pass
filler with f,· = 880 Hz and Ho = 0 dB.

4.2 ClISClIde deslp
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n(;URE 4.40

Fourth-order. I-dB. I-kHz elliptic low-pass tilter.
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Use lhe notch configuration of Fig. 4.38 with fe. = 1001.. = 100 kHz. Design
section A first. Let RIA = 20 kfl.lmposing IHOlPA I= I V/V gives R4A =R'A =20 kfl.
To achieve the given fo' we need R2A/ R4A = 0.565l¥, or R2A =6.384 kfl. To achieve
the given QI we need R]A =R2A Q,jJR2A/ R4A -6.384 x 0.8042/0.5650 =9.087 kfl.
Lei RLA = 20 kfl, so that 10 achieve the given f" we need RHA/RLA = 2.14322, or
RHA =91.87 kfl.

Now design section Busing lhe input amplifier of section B to combine the high-pass
and low-pass responses of section A. Imposing IHOlP81 = 1 V/V gives R48 = RLA =
20 kfl. Repeating similar calculations we obtain R28 = 19.86 kfl, R38 = 81.76 kfl.
Ru = 20 kfl. and RH8 =484.5 kfl. The last notch requires an external up amp with
RG = RL8 = 20 kfl to ensure a ().-dB de gain. The final circuit is shown in Fig. 4.40,
where the resistances have been rounded off to I% standard values.

PROBLEMS

4.1 Filter approximations

4.1 (a) Find n for a low-pass Bulterworth filler with A.... = I dB, Ami. =20 dB. and
w,/w, = 1.2. (b) Find the actual value of A(w,). (c) Find A.... so that A(w,) = 20 dB
exactly.

4.2 Using Eq. (4.5), find n for a low-pass Chebyshev response with lhe same specifications
as lhe Bulterworth response of Example 4.1.

4.7 A drawback of the implementation of Fig. 4.7 is its high capacitance spread, especially
in the high-Q stage. This can be avoided by using K > I. Redesign Ihe filler so Ihat
the capacitance spread is kept below 10 while still ensuring O-dB dc gain.

4.8 The smoothing filter of Fig. 4.7 is adequate for moderate performance requirements.
Ultra-high fidelity audio applicationA require lower passband ripple and even sharper
cutoff characteristics. For a 40-kHz sampling rate, these demands can be met9 wilh
a tenth-order 0.25-dB Chebyshev low-pass filter having I.. = 15 kHz. Such a filler
provides A(20 kHz) = 50.5 dB with a -3-dB frequency of 15.35 kHz. The individual­
slage parameters are: fOi = 3.972 kHz, Q. = 0.627, f02 = 7.526 kHz, Q2 = 1.318,
f03 = 11.080 Hz, Q3 = 2.444. f04 = 13.744 kHz, Q4 = 4.723, f05 = 15.158 kHz,
and Qs = 15. 120. Design such a filter and show your final circuit.

4.9 Using equal-component KRC sections, design a fifth-order Bessel low-pass filler with
f, = 1 kHz and Ho =0 dB.

4.10 Using KRC sections with C, = C2 and RA = R8, design a seventh-order BUllerworth
low-pass filler with f,· = 1 kHz and Ho =20 dB.

4.11 Design a fifth-order 1.0-dB Chebyshev high-pass filler with I.. =360 Hz and high­
frequency gain Ho adjustable from 0 to 20 dB. Use equal capacitances throughout.

~ A band-pass filler is to be designed with center frequency fo =300 Hz, A(300 ±
10 Hz) =3 dB, A(300 ± 40 Hz) ~ 25 dB, and resonance gain Ho= 12 dB. These
specifications3 can be met with a sixth-order cascade tiller having the following



(a) Show that ZI = R'/Z,. (b) Using this circuit, design a second-order band-pass
filter with 10 = I Hz, Q = 10. and zero output impedance. What is the resonance gain
of your circuit?
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individual-stage parameters: IIlI = 288.0 Hz, Q, = 15.60, HOBPI = 2.567 V/V; 1m =
312.5 Hz. Q, = 15.60. HuRP2 = 2.567 VIV; len = 300.0 Hz, Q3 = 15.34, HOBP3= 1.585
V/V. Design such a filter using three individually tunable mu1tiple-feedback stages.

4.13 Complete the design of Example 4.7, and show the final circuit.

4.14 Using the cascade-design approach, along with the FILDES program, design a O.5-dB
Chebyshev low-pass Ii Iter with a cutoff frequency of 10 kHz, a stopband frequency
of 20 kHz, a minimum stopband allenuation of 60 dB, and a dc gain of 12 dB. Then,
nm a PSpice simulation of your circuit. showing the magnitude Bode plots of the
individual-stage responses as well as the overall response.

4.3 Generalized Impedan« converters

r:
z, ~

R

R R, R, R

z,

4.15 (a) Using the DABP filter of Fig. 4.17b, along with a summing amplifier, design a
second-order notch filter with I, =120 Hz and Q=20. (b) Suitably modify the circuit
of part (a) for a second-order all-pass filter with a gain of 20 dB.

FIGURE P4.Z8

4.4 Direct design

4.17 (a) Show that Eq. (4.12) holds also forthe D element ofFig. 4.16. (b) Using this element,
along with the RLC prototype of Fig. 4.18a. design a low-pass filter with 10 =800 Hz
and Q = 4.

+
Va

R
10

L,

C,
1.3443 F

C,
1.2582 F

R

FIGURE P4.21

It is desired to design a seventh-order 0.5-dB Chebyshev low-pass filter with a - 3-dB
frequency of 10 kHz. From Table 4.2 we find the RLC element values shown in
Fig. P4.21. Using this ladder as a prototype, design an FDNR implementation.

4.21

Provided R = ..;rL7C. the circuit of Fig. P4.1j yieldS a third-order, high-pass Butter­
worth response with - 3-dB frequency w, = II 2LC. (a) Specify suitable components
for f,. = I kHz. (b) Convert the circuit to a GIC realization.

4.18

4.16 It is desired to design a band-pass filter with 10 = I kHz, AUo ± 10 Hz) =3 dB, and
Allu ± 40 H7.) ~ 20 dB. Such a filter3,can be implemented by cascading two second­
order band-pass stages with 101 = 993.0 Hz. 102 = 1007 Hz, and Q, = Q2 = 70.7.
Design an implementation using the DABP filter of Fig. 4. I7b. Make provision for
frequency tuning of the individual stages.

c
4.22 Using GtCs and the information of Table 4.2, design a seventh-order I-dB Chebyshev

high-pass filter with I, =500 Hz.

4.5 The switched capacitor

FIGURE P4.18

4.19 Show thatthecircuitofFig. P4. 19 simulates a grounded inductance L = R, R3R4CI R2•

R, C

FIGURE P4.19

4.13 Find a relationship beween Vo and VI and V, in the circuits of Fig. P4.23 for I «!cK,
and give the circuits' descriptive names.

4.20 The circuit of Fig. P4.20 simulates an impedance ZI proportional to the reciprocal of
Z,. Called a gyrator, it finds application as an inductance by lelling Z, be a capacitance. FIGURE P4.Z3

(a) (b)
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The MFIO configuration of Fig. P4.31 provides the notch, band-pass, and low-pass
responses, with the notch frequency f, and the resonance frequency fo independently
tunable by means of the resistance ratio R2I R•. Find expressions for fo, f" Q, and the
low-frequency gain.

4.31

4.30 Consider the circuit obtained from that of Fig. 4.36 by removing RI , lifting the S I pin
off ground, and applying Vi to S I, so that only two resistances are used. (a) Sketch the
modified circuit and show that Vop/ Vi = -QHup and VLP/ Vi = -HLP, with fo and
Qgiven by Eq. (4.33a). (b) Specify resistances for fo = 500 Hz and Q = 10.

>-_---0 v"

c,

(b)

o

"f};:f--4-'---<Yf~

>----+---0 v"

(0)

4.14 Find the transler function of the circuits of Fig. P4.24 for f « fCK' and give the
circuits' descriptive names.

c,

4.25 (a) Assuming f « fCK. show thai the circuit of Fig. P4.25 gives the notch response.
(b) Assuming !cK = 100kHz, specify capacitances for a I-kHz notch with Q = 10.

nGURE P4.24

'--.....--------+-----<~-o v"

nGURI! P4.25

4.6 Swltebecl-cap"e1tor lillers

F1GURI! P4.3t

4.33 Using the MFI 0 in the configuration of Problem 4.30, design a minimum-component
fourth-order Butterworth low-pass filter with fe = I kHz and 20-dB de gain.

4.32 If in the circuit of Fig. P4.31 we lift the S I input off ground and we connect it to Vi, with
everything else remaining Ihe same,then the output of the leftmost op amp changes from
the notch to the all-pass response, with the numerator and denominator Qs separately ad­
justable. Assuming f « !cK. find fo,the numerator and denominator Qs, and the gain.

4.34 A fourth-order O.s-dB Chebyshev band-pass filter is to be designed with fo = 2 kHz
and BW = I kHz. Using the ALOES program, it is found that the cascade realization
requires the following individual-stage parameters: fOI = 1554.2 Hz, f02 = 2473.6 Hz.
and Q. = Q2 =2.8955. Design such a filter using the MFIO.

c,

c,

4.26 (a) ASsuming fCK = 250 kHz in the circuit of Fig. 4.29, specify capacitances for a band­
pass response with fo = 2 kHz and BW = I kHz. (b) Repeat, but for BW = 100 Hz.
What do you conclude about the capacilance spread as a function of Q1

4.27 (a) Derive Eq. (4.25). (b) Assuming!cK = 200 kHz, specify capacitances in the circuit
of Fig. 4.30 for fo = I kHz and Q = 10. (c) Repeat, but for Q = 100. Comment on
the capacitance spread.

4.28 Using Table 4.2, but with C I , L,. C" ... as column headings, design a fifth-order
O.I-dB Chebyshev low-pass SC ladder filter with fe = 3.4 kHz and fCK = 128 kHz.

4.7 UnI.ersal SC IIlters

4.29 Derive Eqs. (4.34) and (4.35).

4.35 A fourth-order 1.U-dB Chebyshev notch filter with fo = I kHz is to be implemented
by cascading two second-order sections with fOI = 1.0414fo, f02 = 0.9602fo, f" =
fz2 = fo, and Q, = Q2 = 20.1. Design such a filter using the MFIO.

4.36 It is desired to design a 0.5-<1B elliptic band-pass filter with a center frequency fo =
2 kHz, a passband of 100 Hz, a stopband of 300 Hz, and a minimum stopband attenu­
ation of 20 dB. Using the FILDES program, it is found that this filter requires a fourth­
order implementation with the following individual-stage parameters: fOI = 1.948 kHz,
f'l = 1.802 kHz, f02 = 2.053 kHz, f,2 = 2.220 kHz, and QI = Q, = 29.48. More­
over, the actual attenuation at the stopband edges is 21.5 dB. Design such a filter using
the MFIO and an external op amp.

4.37 Using two MFlOs, design an eighth-order O.l-dB Chebyshev high-pass filter with
fe = 500 Hz and O-dB high-frequency gain.
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STATIC OP AMP LIMITATIONS

5.1 Simplified Op Amp Circuit Diagram
5.2 Input Bias and Offset Currents
5.3 Low-Input-Bias-Current Op Amps
5.4 Input Offset Voltage
5.5 Low-Input-Offset-Voltage Op Amps
5.6 Input Offset-Error Compensation
5.7 Maximum Ratings

Problems
References
Appendix 5A

Ifyou have had the opponunity to experiment with the op amp circuits covered so far,
you may have noted that as long as the op amps are operated at moderate frequencies
and moderate dc gains there is generally a remarkable agreement between actual
behavior and behavior predicted by the ideal op amp model. Increasing frequency or
gain, however, is accompanied by a progressive degradation in perfonnance because
various limitations come into play. The obje~ves of the present and following
chapters are to study these limitations systematically, to predict their effect on circuit
performance, and to find possible cures.

One of the most serious limitations is the fact that the open-loop gain is high
only from dc up to a few henz. and it decreases with frequency thereafter. causing a
progressive degradation in closed-loop performance. A related drawback is the fact
that there is a limit to how fast an op amp can respond to sudden changes at the
input. Frequency- and time-related limitations will be covered in Chapler 6.

Even if the operating frequencies are kept suitably low. other limitations come
into play. Generally designated as input-referred errors, they are panicularly notice­
able in high-dc-gain applications. The most common ones are the input bias current
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The Input Stage

FIGURE 5.1

Simplified op amp circuil diagram.
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SECTION 5.1

Simplified Op
Amp Circuit

Diagram

(5.1 )

(5.3)

(5.4)

\'0

This stage senses any imbalance between the inverting and noninverting input voh­
ages VN and Vp, and converts it to a single-ended output current iOI according
to

~--""'------<l>---""---<l>--o V"E

I Inpul .L - Second-+OUlput J
.>----- stage I stage stage l

where 8m t is the input-stage transconductance. This stage is designed to also provide
high input impedance and draw negligil:/le inputcurrenls. As shown again in Fig. 5.2a,
the input stage consists of two matched transistor pairs, namely, the differential pair
QI and Q2, and the current mirror Q3 and Q4.

The input-stage bias current IA splits between Ql and Q2. Ignoring transistor
base currents and applying KCL, we have

iCi + iC2 = I A (5.2)

For a pnp transistor, the collector current ic is related 10 its emitter-base voltage
drop vEB by the well-known exponential law,

where Is is the collector saturation current and VT the thermal voltage (VT ;:: 26 mV
at room temperature). Assuming matched BJTs (/sl = Is2), we can write

iCi (VEBt - VEB2) (vp - VN)-.- = exp = exp
'C2 Vr Vr

where we have used vEBI-vEB2 =VEt -vBl-(VE2-VB2) =vB2-vBI = vp -vN.

5.1
SIMPLIFIED OP AMP CIRCUIT DIAGRAM

IB. the input offset currell/los. the illput offset voltage Vas. and the ac noise densities
en and in. Related topics are the thermal drift TC(Vas), the common-mode and the
power-supply rejection ratios CMRR and PSRR, and gain nonlinearity. These non­
idealities are generally impervious to the curative properties of negative feedback,
and their effects must be alleviated on a one-to-one basis by other means. Finally, in
order for an op amp to function properly. certain operating limits must be respected.
These include the maximum operatillV l"mperalure, supply voltage, and power dis­
sipation,the input common-mode vullage range, and Ihe output short-circuit current.
Except for ac noise, which will be covered in Chapter 7, all these limitations are
addressed in the present chapter.

However discouraging all this may sound, you should by no means relinquish
your confidence in the ideal 9J.l amp model, for it still is a powerful tool for a
preliminary understanding of most circuits. Only in the course of a second, more
refined analysis does the user examine the impact of practical limitations in order to
identify the offenders and apply corrective measures, if needed.

To facilitate our study, we shall concentrate on one limitation at a time, assuming
the op amp to be otherwise ideal. In practice, all limitations are present simultane­
ously; however, assessing their effects individually will allow us to better weigh
their relative importance and identify the most critical ones for the application at
hand.

In principle, each limitation can be estimated either by calculation or by com­
puter simulation once the op amp's internal circuit schematic and process parameters
are known. An alternative approach is to regard the device as a black box and utilize
the information available in the data sheets to model it and then predict its behav­
ior. If the actual performance does not meet the objectives, the designer will either
change the circuit approach or select a different device, or a combination of both,
until a satisfactory solution is found.

Proper interpretation of data-sheet information is, therefore, an integral part
of the design process. In the following sections, this procedure will be illustrated
using the 741 data sheets of Appendix SA as a vehicle. Since space does not permit
the inclusion of data sheets for other devices, you are encouraged to build your
own library of linear products catalogs. Once you have learned to interpret the data
sheets of the 741, you can readily extend your skills to the interpretation of other
devices.

Even though the data sheets provide all the information the user needs to know,
it is instructive to examine the simplified diagram I of Fig. 5.1 for an intuitive un­
derstanding of how the various op amp limitations originate. This diagram con­
tains the building blocks found in a wide variety of IC op amps, including the
popular 741. They are the input stage. the second. or intermediate, stage. and
the output stage. The following discussion is based on simple transistor theory,
but the unfamiliar reader may skip the rest of this section without serious loss of
continuity.



In response to iC\. Q3 develops a certain base-emitter voltage drop VBEJ. Since
VBE4 = VBE3, Q4 is forced to draw the same current as Q3. or iC4 = iC3; hence the
designation current mirror. But. iC3 = iC\. so the first-stage output current is. by
KCL. iOI = iC4 - iC2 = iCI - iC2. Solving Eqs. (5.2) and (5.4) for iCI and iC2.
and then taking their difference. we get
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FIGURE 5.2

Input stage and its transfer characteristic.

\'p

(b)

The Second Stage

This stage is made up of the Darlington pair Q5 and Q6. and the frequency­
compensation capacitance Ce . The Darlington pair is designed to provide additional
gain as well as a wider signal swing. The capacitance is designed to stabilize the op
amp against unwanted oscillations in negative-feedback applications. a subject to
be addressed in Chapter 8. Since Ce is fabricated on-chip. the op amp is said to be
internally compensated. By contrast. uncompensated op amps require that the com­
pensation network be supplied externally by the user. The 741 op amp is internally
compensated. A popular uncompensated contemporary is the 301 op amp.

The Output Stage

This stage. based on the emitter followers Q7 and Qs, is designed to provide low
output impedance. Though its voltage gain is only approximately unity, its current
gain is fairly high, indicating that this stage acts as a power booster for the second­
stage output.

Transistors Q7 and Qs are referred to as apush-pull pair because in the presence
ofa grounded output load, Q7 will source (or push) currentto the load during positive
output voltage swings. whereas Qs will sink (or pull) current from the load during
negative swings. The function of the diodes DI and D2 is to develop a pair of pn­
junction voltage drops suitable for biasing Q7 and Qs in the forward-active region
and thus minimize crossover distortion at the output.

The Input Stage of the 741 Op Amp

This function is plotted in Fig. 5.2b.
We observe that under the balanced condition v p = v N, I A splits equally be­

tween QI and Q2. thus yielding iOI =0. However. any imbalance between vp and
VN will divert more of fA through QI and less through Q2.orvice versa, thus yielding
i 01 # O. For sufficiently small imbalances, also referred to as smnll-signal condi­
tions, the transfer characteristic is approximately linear and is expressed by Eq. (5.1).
The slope. or transconductance. is found as gml =diOl/d(vp - vN)lvp=VN' The
result is (5.8)

(5.7)

There are various levels at which an op amp can be simulated. In IC design, op amps
are simulated at the transistor level,3 also called the micromodellevel. Such a simu­
lation requires a detailed knowledge of both the circuit schematic and the fabrication

Figure 5.3 shows a more detailed diagram of the 741 input stage.2 To cope with the
notoriously low current-gain fJF of lateral pnp BJTs, the input drive is provided via
the npn BJTs QI and Q2, whose much higher fJFs ensure a higher input impedance
rd and lower input currents f p and f N. These BJTs operate as voltage followers.
and the pnp BJTs Q3 and Q4 form a common-base differential pair. The addition
of the voltage followers halves the transconductance gm I. which is now

fA
gml = 4Vr

Moreover. the large-signal transfer characteris~ becomes
vp - VN

i 0 I = fA tanh --,--_-=":,,
4Vr

As we proceed we shall use the following working values for the 741 op amp:
fA = 19.6 JJ.A and Vr = 25.9 mV, so gml = 189 JJ.A/V.

SPICE Models

(5.5)

(5.6)

. vp - VN
101 = fA tanh --,--_-=":,,

2Vr

fA
gml = 2Vr

Overdriving the input stage will eventually force all of I A through Q 1 and none
through Q2. or vice versa, thus causing iOl to saturate at ±fA. The overdrive con­
ditions are referred to as large-signal conditions. From the figure we see that the
onset of saturation occurs for vp - VN ;;: ±4Vr ;;: ±IOO mY. As we know, an
op amp with negative feedback normally forces vN to closely track v P. indicating
small-signal operation.
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FIGURE 5.3
Detailed diagram ofthe input stage of the 74\ op amp.

FIGURE 5.4

741 op amp macromodel.

process parameters. However, this proprietary information is not easily accessible
to the user. Even so, the level of detail may require excessive computation time or
may even cause convergence problems, especially in more complex circuit systems.

To cope with these difficulties, simulations by the user are usually carried out at
the macromodellevel.4 A macromodel uses a much reduced set of circuit elements
to closely match the measured behavior of the finished device while saving consid­
erable simulation time. Like any model, a macromodel comes with limitations, and
the user need be aware of the parameters the particular macromodel fails to simulate.
Macromodels are available from a number of manufacturers (Analog Devices,
Burr-Brown,Comlinear, LinearTechnology, Maxim, National Semiconductor,Texas
Instruments), and can usually be downloaded via the World Wide Web.

The library file EVAL.L1B that comes with the student version ofPSpice includes
a 741 op amp macromodel based on the so-called Boyle model5 of Fig. 5.4. This
macromodel has been coded as a subcircuit named /LA741. The user need not be
concerned with the actual subcircuit code, though if desired it can be printed out.
The user activates the macromodel via the following commands:

. lib .val. lib
IOA vP vB vee VB vO uA7 U

The first command instructs PSpice to look up the subcircuit in the EVAL.L1B file,
and appears only once. The second command activates the /LA741 subcircuit.

At times we may wish to focus on just one particular op amp feature and thus
develop an even simpler model on our own. A typical example is offered by the
frequency response, to be studied in Chapter 6. Regardless of the model used, a cir­
cuit must eventually be breadboarded and tried out in the lab, where its behavior is
evaluated in the presence of parasitics and other factors related to actual circuit con·
struction, which computer simulation, unless properly instructed, fails to account for.

5.2
INPUT BIAS AND OFFSET CURRENTS

Practical op amps do draw small currents at their input pins. These currents cause
errors that may be of concern, depending on the application. The 741 input stage of
Fig. 5.3 reveals that Ip and IN are the base currents needed to bias QI and Q2 in
the forward-active region. Q 1 and Q2 draw these currents automatically from the
external circuitry. In fact, for the op amp to function, each input terminal must be
provided with a series dc path through which current can flow (we have seen an
example in connection with the OIC of Chapter 4). In the case of purely capacitive
termination the inputcurrent will charge or discharge the capacitor, making aperiodic
reinitialization necessary. Barring exceptions to be addressed in the next section, I p

and INflow into the op amp if its input transistors are npn BJTs or p-channel JFETs,
and out of the op amp for pnp BJTs or n-channel JFETs.



(5.11)

218
CHAPTER 5

SIalic Op Amp
Limitations

Because of unavoidable mismatches between the two halves of the input stage,
particularly between the f3 FS of Q I and Qz, I p and IN will themselves be mis­
matched. The average of thetwo~. the input bias current,

IB -_ lp + IN
2 (5.9)

and their difference is called the input offset current,

los = Ip -IN (5.10)

Usually los is an order of magnitude smaller than lB. While the polarity of IB
depends on the type of input transistors, that of los depends on the direction of
mismatch, so some samples of a given op amp family will have los> 0, and others
los <0.

Depending on the op amp type, I B may range from nanoamperes to femtoam­
peres. The data sheets report typical as well as maximum values. For the 741C,
which is the commercial version of the 741 family, the room-temperature ratings
are: I B = 80 nA typical, 500 nA maximum; los = 20 nA typical, 200 nA maxi­
mum. For the 741 E, which is the improved commercial version, I B = 30 nA typical,
80 nA maximum; los = 3 nA typical, 30 riA maximum. Both I B and los are tem­
perature dependent, and these dependences are shown in Figs. 5A.8 and 5A.9, found
in the appendix at the end of this chapter. The aforementioned OP-77 op amp has
I B = 1.2 nA typical, 2.0 nA maximum; los = 0.3 nA typical, 1.5 nA maximum.

amplifiers, the summing and difference amplifiers, I-V converters, and others. By
Ohm's law, the voltage at the noninverting input is Vp = - RpIp. Using the superpo­
sitionprinciple, wehavevo = (I+Rz/RI)Vp+Rz/N = Rz/N-(I+Rz/RI)Rplp,
or vo = Eo, where

Eo = (I + :~ )[(RI II Rz)/N - Rplp]

This insightful form elicits a number of observations. First, in spite of the absence of
any input signal, the circuit yields some output Eo. We regard this unwanted output
as an error or, more properly, as output de noise. S&ond, the circuit produces Eo by
taking an input error, or input de noise, and amplifying it by (I + Rz/ R I), which is
aptly called the de noise gain. Third, this input errorconsists oftwoterrns,'he voltage
drop -Rplp due to Ip flowing through Rp, and the voltage drop (RI II Rz)/N
due to IN /lowing through the combination RI II Rz. Fourth, the two terms tend to
compensate for each other since they have opposite polarities.

Depending on the application, the error Eo may be unacceptable and one must
devise suitable means to reduce it to a tolerable level. Putting Eq. (5.11) in the form

reveals that if we install a dummy resistance Rp , as shown, and we impose

Errors Caused by IB and los
(5.12)

(5.13)

EXAMPLE S.t. In the circuit of Fig. 5.5a let R, =22 kfl and R2 =2.2 Mfl, and let
the op amp ratings be I. = 80 nA and los = 20 nA. (a) Calculate Eo for lhe case
Rp = O. (b) Repeat, but with R p = R, " R2 in place. (c) Repeat part (b), but with all
resistances simultaneously reduced by a factor of 10. (d) Repeat part (cl, but with the
op amp replaced by one with los =3 nA. Comment.

SululiOlI.

then the term involving I B will be eliminated, leaving

Eo = (I + :~)(-RIII Rz)/os

The erroris now proportional to los, which is typically an order ofmagnitude smaller
than either I p or IN.

Eo can be reduced further by scaling down all resistances. For instance, re­
ducing all resistance by a factor of 10 will leave gain unaffected, but will cause a
tenfold reduction in the input error -(RI II Rz)/os. Reducing resistances, however,
increases power dissipation, so a compromise willj)ave to be reached. If Eo is still
unacceptable, selecting an op amp type with a lower los rating is the next logical
step. Other techniques for reducing Eo will be discussed in Section 5.6.

>--+-0 Vo

c

IhI

R

>-....-oVo

(al

A straightforward way of assessing the effect of the input currents is to find the
output with all input signals set to zero. We shall illustrate for two representative
cases, namely, the cases of resistive and capacitive feedback shown in Fig. 5.5.
Once we understand these cases, we can readily generalize to other circuits. Our
analysis assumes that the op amp, aside from the presence of I p and IN, is ideal.

There are many circuits that, once their active inputs are set to zero, reduce to an
equivalent circuit of the type of Fig. 5.5a, including the inverting and noninverting

FIGURE S.S
Estimating the output error due to the input bias currents for the
case of resistive and capacitive feedback.

(a) The dc noise gain is I + R,jR, = 101 V/V; moreover, (R, II R2 ) ~ 22 kQ. With
Rp = 0, we have Eo = 101 X (R, "R2)/N ~ 101 X (R, "R2)/. ~ 101 x 22 x
)()l x 80 x 10-9 ~ 175 mY.
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(b) With Rp = R, II R2 = 22 kO in place, Eo = 101 x 22 x 103 x (±20 x 10-9
) =

±44 mV, where we write "±"to reftectthe fact that los may be of either polarity.
(c) With R, = .2.2 kO, R2 = 220 kO, and Rp = 2.2 kO, we get Eo = 101 x 2.2 x

103 x (±20 X 10-9) = ±4.4 mY.
(eI) Eo = 101 x 2.2 x 103 x (±3 x 10-9 ) = ±0.7 mY. Summarizing, with Rp in place,

Eo is reduced by 4; scaling the resistances reduces Eo by an additional factor of
10; finally, using a beller op amp reduces it by yet another factor of 7.

IN with all sources suppressed are equal, that is, impose Rp = Rj II R2 in Fig. 5.5a
and Rp = R in Fig. S.Sb; (b) keep resistances as low as the application will allow;
(c) use op amps with adequately low los ratings.

5.3
LOW·INPUT·BIAS-CURRENT OP AMPS
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Superbeta-Input Op Amps

One way of achieving low Iss is by using input BITs with elltremelyhigh current
gains. Known as superbeta transistors, these BJTs achieve f3 F s in ellcess of 103

AlA by utilizing very thin base regions to minimize the recombination component2

ofthe base current. This technique was pioneered with the LM308 op amp (National
Semiconductor). whose input stage is shown in Fig. 5.00. The heart of the circuit
is the superbeta differential pair QI and Q2. These BJTs are connected in cascade
with the standard-beta BJTs Q3 and Q4 to form a composite structure with high
current gain as well as high breakdown voltage. Q5 and Q6 provide a bootstrapping
function to bias Q I and Q2 at zero base-collector voltage regardless of the input

Op amp designers strive to keep Is and los as small as other design constraints
allow. Following are the most common techniques.

(5.18)

(5.17)

(5.16)

\' It Vi!

, (S:ls)

Rp=R

will reduce the error to

I lo'Eo(t) = - -Rlosd~
RC 0

This error can be reduced further by component scaling, or by using an op amp with
a lower los rating. •

EXAMPLE 5.z. In the circuit of Fig. 5.5b let R = IOOkO, C = I nF, and va (0) = 0 V.
Assuming an op amp with's = 80 nA, los = 20 nA, and ±V... = ±13 V, find hoW
long it takes for the op amp to enter saturation if (a) Rp = 0, and (b) Rp = R.

Solution.

(a) TheinputerrorisRIN=Rls=llP x80x 10-9 = 8 mV. So, vo(l) =(RINIRC)I =
80t, which represents a positive voltage ramp. Imposing 13 = SOt yields I =
13/80 = 0.1625 s.

(b) The input error is now - Rlos = ±2 mV, indicating that the op amp may saturate at
either rail. The time it takes to saturate is now elltended in proportion to 0.1625 x
80/20 = 0.65 s.

volt) = Eo(t) + vo(O)

I lo'Eo(l) = - [(R - Rp)/s - (R + Rp)/os/2] d~
RC 0

where Vo (0) is the initial value of vo. In the absence of any input signal, we ellpect
the circuit to yield a constant output, or volt) =vo(O). In practice, besides Vo (0),
it yields the output error Eo(t), which is the result of integrating the input error
[(R - Rp)1s - (R + RplIos/2] overtime. Since Is and los are relatively constant,
we can write Eo(t) = [(R - Rp)/s - (R + Rp)/os/2]tl RC. The error is thus a
voltage ramp, whose tendency is to drive the op amp into saturation.

It is apparent that installing a dummy resistance Rp such that

Turning nellt to the circuit of Fig. 5.5b, we note that we still have VN = Vp =
_ RpI p. Summing currents atthe inverting-input node yields VN1R+IN -Ie = O.
Eliminating VN, we get

I - I
Ie = /i(RIN - Rplp) = /i[(R - Rp)/s - (R + Rp)/os/2] ,(5.14)

Applying the capacitance law v = (II C) Ji dt, we readily get

Summarizing, to minimize the errors due to Is and los. adhere to the following
rules whenever possible: (a) modify the circuit so that the resistances seen by I p and

'IGURE 5.6

(a) Superbeta input stage, and (b) input-bias-current cancellation.
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FIGURE 5.7

Circuit diagram of the LF356 biFET op amp. (Courtesy of National Semiconductor.)

also available entirely in MOSFET technology, either as stand-alone devices, or as
part of complex systems such as switched-capacitor filters. The stand-alone types
are usually implemented in complementary MOS (CMOS) technol08Y.

Figure 5.8 shows a simplified diagram ofthe TLC279 CMOS op amp, which uses
p-channel transistors M I and M2 as the differential input pair, n-channel transistors
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JFET-Input Op Amps

Input-Bias-Current Cancellation

common-mode voltage. This avoids the low-breakdown limitations of the superbeta
BJTs and also reduces collector-base leakage. Superbeta op amps have typically
IB ~ I nA or less.

These devices realize the input-stage differential pair with junction field-effect tran­
sistors (JFETs), and the remaining circuitry with conventional BJTs. Now IBis the
JFET gate current. which is the reverse bias current of the pn junction between gate
and channel. At room temperature this current is typically on the order of a few tens
of picoamperes or less.

Figure 5.7 shows a simplified diagram of the LF356 biFET op amp, whose
JFETs are p-channel devices fabricated using ion implantation. Here JI and 12
form the differential input pair, 13 and J4 the active loads, QI and Q2 the second
stage, and Q3 through Qs the output stage. The room-temperature ratings for the
LF356 are IB =30 pA and los =3 pA. The AD549 (Analog Devices) and OPAI29
(Burr-Brown) op amps use special JFET structures and isolation techniques to
achieve IB < 100 fA. These devices find application in electrometer, ion gauge,
and photodetector amplifiers.

MOSFET-Input Op Amps

Another popular technique for achieving low I BS is current cancellation.2 Special
circuitry anticipates the base currents needed to bias the input transistors, then itself
supplies these currents internally, making the op amp appear to an outsider as if it
were capable of operating without any input bias current.

Figure 5.6b shows the cancellation scheme utilized by the OP-07 op amp (Analog
Devices). Once again, the heart of the circuit is the differential pair QI and Q2. The
base currents of Q I and Q2 are duplicated at the bases of common-base transistors
Q3 and Q4, where they are sensed by current mirrors Qs-Ds and Q6-D6' The
mirrors reflect these currents and then reinject them into the bases of Q I and Q2,
thus providing input-bias-current cancellation.

In practice, because of device mismatches, cancellation is not perfect, so the
input pins will still draw residual currenls. However, since these currents are now
the result of a mismatch, they are typically an order of magnitude less than the actual
base currents. We observe that Ip and IN may flow either into or out of the op amp,
depending on the direction of the mismatch. Moreover, los is of the same order of
magnitude as IB, so there is no use installing a dummy resistance Rp in op amps with
input-current cancellation. The OP-07 ratings are IB = ± I nA and lOS = 0.4 nA.
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When the differential input pair is implemented with metal-oxide-silicon FETs
(MOSFETs). IBis the leakage current of the gate-channel capacitor. This current
is typically in the range of a few picoamperes. In BiMOS op amps the input pair is
in MOS technology and the rest of the circuitry in bipolar. However, op amps are

GND O--+---+--~-~--<l>_--_--- ......-----'

FIGURE 5.8
Circuit diagram of the TLC279 CMOS op amp. (Reprinted by permission of Tens Instru­
ments.)
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nGURIl 5.10
Guard-ring layout and connections.

vo = a[vp + Vos - vNI

To drive the output to zero, we need v p + Vos - v N =0, or

VN=VP+Vos

Note that because of Vo;,": ~~. have VN # vp.

15.4
INPUT OFFSET VOLTAGE

Input Guarding

The effect of leakage can be reduced significantly by using guard rings around
the input pins. As shown in Fig. 5.10, a guard consists of a conductive pattern held
at the same potential as v p and vN. This pattern will absorb any leakages from other
points on the board and thus prevent them from reaching the input pins. Guard rings
also act as shields against noise pickup. For best results, board surfaces should be
kept clean and moisture-free. If sockets are required, best results are obtained by
using Tellon sockets or standoffs.

Shorting together the inputs of an op amp should yield 'vo = a(v p - vN) = a x
o=0 V. However, because of inherent mismatches between the input-stage halves
processing v p and vN, a practical op amp will generally yield vo # O. To force Vo
to zero, a suitable correction voltage must be applied between the input pins. This is
tantamount to saying that the open-loop VTC does not go through the origin, but is
shifted either to the left or to the right, depending on the direction of the mismatch.
This shift is called the input offset voltage Vos. As shown in Fig. 5.11, we can model
a practical op amp with an ideal or offsedess op amp having a tiny source Vos in
senes with one of its inputs. The VTC is now

When applying op amps with ultralow input bias current, special attention must
be paid to wiring and circuit construction in order to fully realize the capabilities
of these devices. Data sheets usually provide helpful guidelines in this respect. Of
special concern are leakage currents across the printed-circuit board. They can easily
exceed 1B itself and thus defeat what has been so painstakingly achieved in terms
of circuit design.
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nGURIl 5.9
Typical input-bias-current characteristics.

IlXAMPLIl 53. A certain FET-input op amp is rated all. = 1 pA at 25 ·C. EstimBte
I. at 100 ·C.

SoIulloD. 1.000 ·C) := 10- 12 x 2(·00-25)/10 =0.18 nA.

25 50 15 100 125

TemperaltJIO ("C)

Input-BillS-Current Drift

IB(T) ~ IB(To) x 2(T-To)/1O

MOSFET-input op amps are equipped with input protective diodes to prevent
damage due to electrostatic discharge. Consequently, the leakage of these diodes
causes a similar IB drift also in MOSFET-input op amps, though the gate current
of a MOSFET is inherently much less sensitive to temperature than that of a JFET.
The low-current advantages of FET-input op amps over their BJT-input counter­
parts tend,to disappear at higher temperatures. Knowledge of the intended operating
temperature range is an important factor when selecting the optimal device.

Figure 5.9 compares typical input-bias-current characteristics for different input­
stage arrangements and technologies. We observe that in BJT-input devices I B tends
to decrease with temperature, owing to the fact that f3 F increases with temperature.
However, for JFET-input devices, I B increases exponentially with temperature. A
well-known rule ofthumb states that the reverse-bias current ofapn junction, whether
it is that of a diode or of a JFET, doubles for every 10 °C increase. Once we know
I B at some reference temperature To, we can predict it at any other te~rature T
using

M2 and M4 as active loads, M6 as second stage, and Ms and M9 as output stage.
Typical room-temperature ratings are I B = 0.7 pA and los = 0.1 pA.

I
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Practical op amp
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F1GURIl 5.11

VTC and circuit model of an op amp with input offset voltage Vos.

As in the case of los. the magnitude and polarity of Vos varies from one sample
to another of the same op amp family. Depending on the family, Vos may range from
millivolts to microvolts. The 741 data sheets give the following room-temperature
ratings: for the 741C. Vos = 2 mV typical. 6 mV maximum; and for the 741E.
Vos = 0.8 mV typical. 3 mV maximum. The OP-77 ultralow offset voltage op amp
has Vos = 10 /L V typical. 50 /LV maximum.

is the output error. and (I + R2/RI) is again the dc noise gain. Clearly. the larger
the noise gain. the larger the error. For instance, with RI = R2. a 741C op amp
yields Eo = (I + I) x (±2 mY) = ±4 mVtypical, (I + I) x (±6 mY) = ±12 mV
maximum. However. with R2 = lIP Rio it yields Eo = (I + lIP) x (±2 mY) ;;;;
±2 V typical. ±6 V maximum-quite an error! Conversely, we can use the present
circuit to measure Vos. For instance, let R( = 10 0 and R2 = 10 kO. so that the de
noise gain is 1001 V/V and the combination RI " R2 is sufficiently small to make
the effect of IN negligible. Suppose we measure the output and find Eo = -0.5 V.
Then. Vos;;;; Eo/lOOI ;;;; -0.5 mV. a negative offset in this specific example.

In the circuit of Fig. 5.12b we note that since the offset-free op amp keeps
VN = Vos. we have Ie = IR = Vos/R. Using a,ain the capacitance law. we get
VO(t) = Eo(t) + vo(O). where the output error isnow

Eo(t) = ~C 10' Vos d~ (5.23)

or Eo(t) = (Vos/RC)t. This voltage ramp, resulting from the integration of Vos
over time. tends. as we know. to drive the op amp into saturation.

Thermal Drift
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Errors Caused by Vos

As in Section 5.2. we shall examine the effect of Vos for the resistive-feedback
and capacitive-feedback cases of Fig. 5.12. Note that we are omitting the dummy
resistance Rp since the present analysis deliberately ignores I B and los to focus on
Vas alone. In Section 5.6 we shall address the general case in which lB. los. and
Vas are present simultaneously.

In Fig. 5.12a. the offset-free op amp acts as a noninverting amplifier with respect
to Vos. so Vo = Eo. where

Like most other parameters, Vos is temperature-dependent. a feature expressed in
terms of the temperature coefficient

avos
TC(Vos) = aT (5.24)

where T is absolute temperature. in kelvins. and TC(Vos) is in microVOlts per degree
Celsius. For low-cost, general-purpose op amps such as the 741. TC(VOS) is typically
on the order of 5 /LVI"C. Thermal drift stems from inherent mismatches as well as
thermal gradients across the two halves of the input stage. Op amps specifically
designed for low-input offset also tend to exhibit lower thermal drifts. thanks to
superior matching and thermal tracking at the input stage. The OP-77 has TC( VOS) =
0.1 J.I.VI"C typical. 0.3 /LVI"C maximum.
. Using the average value of the temperature coefficient. one can estimate Vos at
• temperature other than 25°C as

Vos(T) ;;;; Vos(25 0c) + TC(Voslavg x (T - 25°C) (5.25)

For instance. an op amp with Vos(25 DC) = I mV and TC(Vos>avg = 5 J.l.VI"C
would have Vos(70 0c) = I mV + (5 /LV) x (70 - 25) = 1.225 mY.

In the absence of input offset. an op amp should respond only to the voltage difference
between its inputs, or vo = a(vp - vN). A practical op amp is somewhat sensitive
also to the common-mode input voltage VCM = (vp + vN)/2: Its transfer character­
istic is thus vo = a(vp - VN) +acmVCM. where a is the differential-mode gain. and
aem is the common-mode gain. Rewriting as Vo = a[v p - VN + (acm/a)vcMI. and

Common-Mode Rejedion Ratio (CMRR)

(5.22)

Ideal op amp

>-.....-ovo

e

(b)

ldealopamp

EO = (I + =~) Vos

R,

(a)

FIGURIl 5.U

Estimating the oulput error due to Vos for the case of resistive and
capacitive feedback.
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228 recalling that tbe ratio 0/0cm is the common-mode rejection ratio CMRR. we have power-Supply Rejedion Ratio (PSRR) 229

(5.27)

(5.26)

(5.28)

SECT'ON 5.4

Inpul Ollsel
Voltage

In a practical op amp the open-loop gain 0 is finite. so Ihe difference vp - vN

changes also with the outpul swing Ava by the amount Avo/a. This effect can
conveniently be regarded as an effective offset voltage change AVas = Ava /a.
Even an op amp with Vas = 0 for va = 0 will exhibit some input offset for va "" O.
For instance. to sustain va = 10 V with 0 = loS V/V. such an op amp requires

Change of Vos with the Output Swing

If we change one of the op amp supply voltages Vs by a given amount!'> Vs. the
operating points of the internal transistors will be alter~d. generally cau~ing a small
change in Va. By analogy with the CMRR. we model this phenomenon with a change
in the input offset voltage. which we express in terms of the power-supply rejection
ratio (PSRR) as (I/PSRR) x AVs. The parameter

I avos
PSRR = avs

represents the change in Vas brought about by a I-V change in Vs. and is expressed
in microvolts per volt. Like the CMRR. the PSRR deteriorates with frequency.

Some data sheets give separate PSRR ratings. one for changes in Vee and the
other for changes in VEE. Others specify the PSRR for Vee and VEE changing
symmetrically. The PSRR.JB ratings of most op amps fall in the range of 80 dB to
120 dB. The devices of superior matching usually offer the highest PSRRs. From
Fig. 5A.4. the I/PSRR ratings for the 741C. which are given for symmetric supply
changes. are 30 /LVIV typical. 150 tJ.VIV maximum. This means that changing. for
instance. the supply voltagesfrom±15 V to±12 Vyields AVos = (I/PSRR)AVs =
(30 tJ.V)(I5 -12) = ±90 tJ.V typical. ±450 tJ.V maximum. TheOP-77 op amp has
I/PSRR=0.7 /LVIV typical. 3 tJ.V/V maximum.

When the op amp is powered from well-regulated and properly bypassed sup­
plies. the effect of the PSRR is usually negligible. Otherwise. any variation on the
supply busses will induce a corresponding variation in Vas. which in tum is ampli­
fied by the noise gain. A classical example is offered by audio preamplifiers. where
the residual 60 Hz (or 120 Hz) ripple on the supply rails may cause intolerable hum
at the output. Another case in point is offered by switchmode power supplies. whose
high-frequency ripple is usually inadequately rejected by op amps. indicating that
these supplies are unsuited to high-precision analog circuitry.

I

EXAMPLE 5.5. A 741 op amp is connected as in Fig. S.I2a wilh R1= 100 g and
R2 = 100 kg. Predict the typical as well as the maximum ripple at the output for a
power-supply ripple of 0.1 V (peak-to-peak) at 120 Hz.

Solution. The 741 data sheets do not show the PSRRrolloffwilh frequency, so letus use
tbe ratings given at dc. keeping in mind that the results will be optimistic. The induced
ripple at the input is !'>Vos = (30/lV)0.1 = 3/lV typical, IS /lV maximum (peak­
to-peak). The noise gain is I + R2I R, == 1000 V/V, so the oulput ripple is !'>vo =
3 mV typical. IS mV maximum (peak-to-peak).

(
vCM )vo =0 vp +-- - vN

CMRR

EJAMPLE 5.4. The difference amplifier of Fig. 2.13 uses a 741 op amp and a perfectly
matched resistance set with R1 = 10 kg and R2 = 100 kg. Suppose the inputs are tied
together and driven with acommon signal v,. Estimate the typical change in Vo if(o) v,
is slowly changed from 01010 v, and (b) v, is a lO-kHz. Io-V peak-to-peak sine wave.

Solution.

(a) AI dc we have I/CMRR = 10-90/ 20 = 31.6 /lV/V, typical. The commnn-mode
change al the op amp input pins is !'>vp = [R2/(R, + R2»)!'>V, =[100/00+
1(0))10= 9.09 V. Thus. !'>Vos = O/CMRR)!'>vp = 31.6 x 9.09 =287 /lV. Thede
noise gain is I + R2/ R, = II V/V. Hence. !'>vo = II x 287 = 3.16 mY.

(b) From the CMRR curve of Fig. SA.6 we find CMRR.!aOO kHz) == S7 dB. So.
I/CMRR = 10-57

/
20 = \.41 mV/V.!'>Vos = \.41 x 9.09 = 12.8 mV (peak­

to-peak). and !'>vo = II x 12.8 = 0.141 V (peak-to-peak). The outpUt error at
10 kHz is mucb worse than al dc.

Comparison with Eq. (5.20) indicates that the sensitivity to VCM can be modeled
with an input-offset-voltage term of value VCM /CMRR. The common-mode sensi­
tivity stems from the fact that a change in VCM will alter the operating points of the
input-stage transistors and cause a change at the output. It is comforting to know
that such a complex phenomenon can be rellected to the input in the form of a mere
offset error! We thus redefine the CMRR as

I avos
CMRR = aVCM

_1_ = 10-CMRR.m/20
CMRR

where CMRR.JB represents the decibel value of CMRR. From Fig. 5A.4. the de
ratings for the 741 op amp are CMRR.JB =90 dB typical. 70dB minimum. indicating
that Vas changes with VCM at the rate of I/CMRR =10-90/ 20 =3\.6 tJ.VIV typical.
and 10-10/20 = 316tJ.V/V maximum. The OP-77 opamp has I/CMRR = 0.1 tJ.VI
V typical. I tJ.VIV maximum. Figure 5A.6 shows that the CMRR of the 741 starts
to roll off just above 100Hz.

Since op amps keep VN fairly close to vp. we can write VCM =0 vp. TheCMRR
is of no concern in inverting applications. where vp = O. However. it may pose
problems when vp is allowed to swing. as in an instrumentation amplifier.

and interpret it as the change in Vas brought about by a I-V change in vew. We
express I/CMRR in microvolts per volt. Because of stray capacitances. the eMiR
deteriorates with frequency. Typically. it is high from de 10 a few tens or a few
hundreds of hertz. after which it rolls off with frequency at the rate of -20 dB/dec.

Data sheets usually give CMRR in decibels. As we know. the conversion 10

microvolts per volt is readily accomplished via
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where k is Boltzmann's constant, q the electron charge, and Tabsolute temperature,
we readily find

Thus, at room temperature (T ~ 300 K), a bipolar input stage exhibits a TC(Vos)
of about 3.3 /LV1°C for every millivolt of offset voltage.

Further insight can be gained by examining the expression for the BJT saturation
current.2

saCTIO'
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(5.32)

(5.31)
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FIGURE 5.13
Common-centroid topology: (a) layout and (b) interconnections.

qDB 2 AE
Is = -- x nj (T) '" -

NB . WB

where DB and NB are the minority-carrier diffusion constant and the doping con­
centration in the base region; nj (T) is the intrinsic carrier concentration, a strong
function of temperature; and AE and WB are the emitter-junction area and the base
width.

The first class of mismatches stems from fabrication process variations, such as
mask resolution, which affects A E, and diffusion process nonuniformities, which
affect NB and WB. In the design oflow-offset op amps, these mismatches are reduced
by increasing input-stage device geometries and sizes2 to make the above parameters
less sensitive to edge resolution and diffusion irregularities. In the case of MOSFET­
input op amps, large transistor sizes also improve noise performance, an issue we
shall address in Chapter 7.

The second class of mismatches stems from thermal gradients and process­
related gradients across the chip. Thermal gradients, in particular, tend to affect nj (T)
significantly. The input-stage sensitivity to gradients is reduced by a symmetrical
device placement technique known as common-centroid layout.2 As exemplified in
Fig. 5.13 for a differential input pair, each transistor is made up of two identical
halves connected in parallel, but laid out diagonally opposite to each other. The
resulting quad structure provides a multifold symmetry that tends to cancel out the
effects of gradient-induced mismatches.

Bipolar Op Amps

The initial input offset voltage Voso is due primarily to device mismatches and bias
imbalances in the input stage.

5.5
LOW·INPUT·OFFSET·VOLTAGE OP AMPS

Let us return to the simplified input stage of Fig. 5.2a. Taking mismatches between
QI and Q2 into account, we rewrite Eq. (5.4) as iCl I iC2 = (lsl/ls2) exp[(vp ­
vN)1 Vr), or vp - VN = Vr InWcl! iC2)(ls21 lsI))· Similarly, ieJl iC4 = Is311s4'
In order to drive iOI to zero, we need, by definition, VN = vp + Vos. But, VN =
v P + Vr In[(ls41 Is3) (I... Ils2»), where we have used iC3 = iCl and iC4 = iC2 to
let iCI I iC2 = ieJl iC4 = 1.<3lls4. Thus,

4144 0Vos=Vrln-- (5.3)
Is2 Is3

With Vr ~ 26 mV and Is mismatches on the order of 5%, Vos is typically in the
range of I mV to 2 mV at room temperature. Moreover, given that Vr = kTIq,

Vos = lO/loS = 100 JLV. This must be taken into account if we wish to continue
using the model of Fig. 5.11 b.

We summarize this section by writing a general expression for Vos in terms of
the various operating changes affecting it,

!:>vp !:>Vs !:>vo
Vos = Voso + TC(Vos)!:>T + CMRR + PSRR + -a- (5.29)

where Voso, the initial input offset voltage. is the value of Vos at some reference
operating point, such as ambient temperature, nominal supply voltages, and vp and
Vo halfway between the supply voltages. This parameter itself drifts with time.
As an example, the OP-77 has a long-term stability of 0.2 JL VImonth. In error­
budget analysis, the various offset changes are combined additively when we wish
to estimate the worst-case change, and in root-sum-square (rss) fashion when we
are interested in the most probable change.

EXAMPLE 5.6. An op amp has the following ratings: a = lOS V/V typical, H)" V/V
minimum, TC(Vos)... =3/LVrC, and CMRR"s =PSRR..s = 100 dB typical, 80 dB
minimum. Estimate the worst-case as well as the most probable change in Vos over
the following range of operating conditions: O°C :5 T :5 70°C, Vs = ± IS V ± S%,
-I V :5 vP :5 + I V, and -S V :5 Vo ! +S V.

Solution. The thermal change from room temperature is 6 Vos, = (3 /LVrC)(70­
2S)OC=13S/LV. With IjCMRR= IjPSRR= 10-'00/20= 10/LV/V typical, loo/LVI
V maximum, the changes with Vp and Vs are 6V0 S2 = (±I V)jCMRR = ±IO /LV
typical, ±Ioo /LV maximum; 6 VOS3 = 2 x (±0.7S V)jPSRR = ±IS /LV typical.
±ISO /LV maximum. Finally, the change with Vo is 6 Vos. = (±S V)ja = ±SO /LV typi­
cal. ±SOO/LV maximum. The worst-case change in Vos is ±(I3S + 100+ 150+Soo) =
±88S/LV. The most probable change is ±(I3S' + 10' + IS' + SOZ)'/' = ±14S/LV.
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stage

FIGURE 5.14
On-chip Vos trimming using shllltable links.

Another method of reducing the initial offset is on-chip trimming. which is
carried out by means of a laser trim or by selectively shorting or opening suitable
trimming links in the circuit. As illustrated in Fig. 5.14 for a resistively loaded
differential pair. each collector resistor is made up of a fixed part Re in series with
an adjustable part consisting of a binary-weighted resistance string with R« Re,

and the corresponding trimming links. During the wafer probing stage, the offset is
measured and then nulled lit' unbalancing one of the load resistances either through
selective short-circuiting, also referred to as Zener zapping. or through selective
open-circuiting of suitable fusible links.2 In general, trimming Vas will also trim
TC(Vas) for BJT-input op amps.6 By contrast, FET-input op amps require separate
trimmings for Vas and TC(Vas).

Figure 5.15 shows the diagram of the OP-27 (Analog Devices), a popular
precision op amp combining common-centroid layout with on-chip trimming to
achieve, with the OP-27E version, Vas = 10 /LV typical, 25 /LV maximum; and
TC(Vas) = 0.2 /LV/DC typical, 0.6 /LVrC maximum. Also shown in the diagram
is an interesting variant of the input-bias-current cancellation scheme. The market
offers a number of other bipolar products with comparable characteristics.
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FET-Input Op Amps

Though in the past FET-input op amps were considered inferior to their BJT-input
counterparts in terms ofmatching and tracking capabilities. it is nevertheless possible
to achieve respectable performance through a combination of design, layout. and
on-chip trimming.

Examples of precision JFET-input op amps are the AD547L (Analog Devices).
with Vos = 250 /I V and TC(Vos) = I /IV/"C maximum; the OPA627B (Burr­
Brown), with Vos =40 /IV and TC(Vos) =0.4 /IV/"C typical; and the LTl055A
(Linear Technology) with Vos = 50 /IV and TC(Vos) = 1.2 /IVI"C typical.

Examples of precision CMOS op amps are the LMC6064A (National Semicon­
ductor) with Vos = 100 /IV and TC(Vos) = 1 /IV/"C typical, and the TLC279C
(Texas Instruments) with Vos = 370 /IV and TC(Vos) = 2 /IV/"C typical.

Autozero and Chopper-Stabilized Op Amps

On-chip trimming nulls Vos at a specific set of environmental and operating condi­
tions. As these conditions change, so does Vos. To meet the stringent requirements
ofhigh-precision applications, special tb:hniques have been developed to effectively
reduce the input offset as well as low-frequency noise even further. Two popular such
methods are the autozero (AZ) and chopper stabilization (CS) techniques. The AZ
technique is a sampling technique7 that samples the offset and low-frequency noise
and then subtracts it from the contaminated signal to give offset-free appearance.
The CS technique is a modulation technique7 that modulates the illPut signal to a
higher frequency where there is no dc offset or low-frequency noise, and then de­
modulates the amplified signal thus stripped of offset and low-frequency errors back
to the baseband.

Figure 5.16 illustrates the AZ principle for the case of the ICL7650S op amp
(Harris Semiconductor), the first popular op amp to realize this technique in mono­
lithic form. The heart of the device is OA I, a conventional. high-speed amplifier
referred to as the main amplifier. A second amplifier, called the nulling amplifier and
denoted as OA2, continuously monitors OA t 's input offset error VOSI and drives it

to zero by applying a suitable correcting voltage at OA I'S null pin. This mode of
operation is called the sampling mode.

Note. however. that OA2 too has an input offset VOS2, so it must correct its own
error before attempting to improve OA2's error. This is achieved by momentarily
disconnecting OA2 from the main amplifier, shorting its inputs together, and coupling
its output to its own null pin. This mode, referred to as the autozero mode, is activated
by flipping the MOS switches from the S (sampling) position to the A (autozero)
position. During the autozero mode, the correction voltage for OA 1 is momentarily
held by CI, which therefore acts as an analog memory for this voltage. Similarly,
C2 holds the correction voltage for OA2 during the sampling mode.

Alternation between the two modes takes place at a typical rate of a few hundred
cycles per second, and is contrOlled by an on-chip o~ilIator,making the AZ operation
transparent to the user. The error-holding capacitors (0.1 /lF for the aforementioned
ICL7650S) are supplied off-chip by the user. The room-temperature rating for the
ICL7650S is Vos = ±0.7 /Iv.

Like AZ op amps, CS op amps also utilize a pair of capacitors to realize the
modulation/demodulation function. In some devices these capacitors are encapsu­
lated in the IC package itself to save space. Examples of this type of CS op amp are
the LTC I050 (Linear Technology) with Vos = 0.5 /IV andTC(Vos) = 0.0\ /lV/"C
typical. and the MAX420 (Maxim) with Vos = I /IV and TC(Vos) = 0.02 /lyre.

The impressive de specifications of AZ and CS op amps do not come for free,
however. Since the nulling circuit is a sampled-data system, c1ock-feedthrough noise
and frequency aliasing problems arise, which need be taken into consideration when
selecting the device best suited to the application.

AZ and CS op amps can be used either alone or as part of composite amplifiers
to improve existing input specifications.8,9 To fully realize these specifications,
considerable attention must be paid to circuit board layout and consttuction.8.9 Of
particular concern are input leakage currents and thermocouple effects arising at the
junction of dissimilar metals. They can grossly degrade the input specifications of
the device and completely defeat what has been so painstakingly achieved in terms
of circuit design. Consult the data sheets for valuable hints in this regard.
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INPUT OFFSET-ERROR COMPENSATION

We are now ready to investigate the effect of los. and Vos acting simultaneously.
We begin with the familiar amplifiers of Fig. 5.17 (ignore the 10-kQ potentiometers
for the time being).

Using Eqs. (5.13) and (5.22), along with the superposition principle, it is readily
seen that both circuits yield

Eo = (I + :~) [Vos - (RI II R2)losl = ~EI (5.33b)

Where As = - R2/R1 for the inverting amplifier, and As = I + R2/RI for the non­
inverting one. We call As the signal gain to distinguish it from the dc noise gain,

(5.33a)Vo = A"vl + Eo

Vro-~--r---j

FIGURE 5.16
Chopper-stabilized op amp (CSOA).
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237Now the effect of Vas and los is to offset vJ by the error EJ. Even with vJ = O. the
output will ramp up or down until satur.ltion is reached.

The input-referred error EJ in Eqs. (5.33b) and (5.34b) can be nulled by means
of a suitable trimmer, as we are about 10 see. However. as we know. trimmers
increase production costs and drift with temperature and time. A wise designer will
try minimizing EJ by a combination of circuit tricks. such as resistance scaling and
op amp selection. Only as a last resort should one turn to trimmers. Offset nulling
techniques are classified as internal and external.

Internal Offset Nulling

R,

-15V

(bj
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FIGURE 5.17
Inverting and noninverting amplifiers wilh internal offset-error nulling.

EXAMPLE 5.7. A 741C op amp is to be used in Ihe circuit of Fig. 5.17a to yield
A, = -10 V/Y. Specify suitable resistances that will maximize the input resistance R

iof the circuit.

Solution. Since Ri =RI, we need to maximize R,.lmposing R, = IOR"and VUSlm",+
(RI II R2)1us(max) :::: IS mV, we get RI II R, :::: (15 mV - 6 mV)/(200 nA) = 45 kfl. or
I/R, + I/IOR, "= 1/(45 kfl). Solving yields R, :::: 49.5 kfl. Use the standard values
R, =47 kfl, R2 =470 kfl. and Rp =43 kfl.

Internal nulling is based On the deliberate unbalancing of the inpul stage to make up
for inherent mismatches and drive the error to zero. This imbalance is introduced
by means of an external trimmer. as recommended in the data sheets. Figure 5.3
shows the trimmer connection for the internal nulling for the 741 op amp. The input
stage consists of two nominally identical halves: the Q I-Q3-Q5-RI half to process
vp and the Q2-Q4-Q6-R2 half to process VN. Varying the wiper away from its
center position will place more resistance in parallel with one side and less with the
other. thus unbalancing the circuit. To calibrate the amplifiers of Fig. 5.17, we set
vJ=0 and we adjust the wiper for va = O. To calibrate the integrator of Fig. 5.18.
we set vJ = 0 and we adjust the wiper for va as steady as possible in the vicinity
ofOy'

From the 741C data sheets of Fig. 5A.3. we note that the offset-voltage ad­
justment range is typically ± 15 mV. indicating that for this compensating
scheme to succeed we must have IEti < 15 mY. Since the 741C has Vos = 6
mV maximum, this leaves 9 mV for the offset term due to loS. If this term ex­
ceeds 9 mV, we must either scale down the external resistances or resort to external
nulling, to be discussed below.

Internal offset nulling can be applied to any of the circuits studied so far. In
g~neral, the nulling scheme varies from one op amp family to another. For instance.
Ftg. 5.7 indicates that internal nulling of the LF356 op amp is accomplished with
a 25-kr2 potentiometer with the wiper at Vee. To find the recommended nulling
scheme' . de',or a gIVen Vice, consult the data sheets. We observe that dual- and quad-
OP-~mp packages usually do not have provisions for internal nulling due to lack of
avadable pins.

(5.34b)

(5.34a)

c

-15V

R

FIGURE 5.18
Inlegrator with internal offset-error
nulling.

v,

EJ = Rlos - Vas

which is liP = 1+ R21 RI for both circuits. Moreover, EJ = Vas - (Rt II R2)10S
is the /Otal offset error referred to the input, and Eo the /Otal offset error referred
to the output. The negative sign does not necessarily imply a tendency by the two
terms to compensate for each other, since Vas and los may be of either polarity. A
prudent designer will take a conservative viewpoint and combine them additively.

The presence of the output error Eo mayor may not be a drawback, depending
On the application. In audio applications, where dc voltages are usually blocked out
through capacitive coupling, offset voltages are seldom of major concern. Not so
in low-level signal detection, such as thermocouple or strain-gauge amplification,
or in wide dynamic-range applications, such as logarithmic compression and high­
resolution data conversion. Here vt may be of comparable magnitude to Et, so its
information content may easily be obliterated. The problem then arises of reducing
EJ below a tolerable level.

Turning next to the integrator of Fig. 5.18. we use Eqs. (5.18) and (5.23) and
the superposition principle to write

I 10'volt) = -- [vJ(~)+ Etld~ + vo(O)
RC 0
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EX" MPLE 5.9. Assuming a 741C op amp in Fig. 5.20. specify suilable resislances for
(a) A, =5 V/V. and (b) A, = 100 V/V. •

Solution.

(a) We want A, = I + R,j R, =5, or R, = 4R,. Pick R, = 25.5 kO. I%. and R, =
102kO, 1%. Then Rp ;;;: 20kO. Moreover, Eo1mn, = (I/{J)E"....) = 5[6mV +
(20kO) x (200nA») =50 mY. To balance Ihisoul we need Vx = Eocmn)/(-R,j
R,) = 50/(-4) = -12.5 mY. Pick a range of ±15 mV to make sure. To avoid
upsetlingA.• ,chooseR.« R"say,R. = lOOO.Then,imposingR./(R.+R.) =
(15 mV)/(l5 V) yields R. ;;;: l(}' R. = 100 kO. Finally. let Rc = 100 kO.

(b) Now I + R,/ R, = 100, or R, =99R,. lei R, = 100 kO, so R, = 1010 O. If we
were 10 use R. = 100 0 as before, R. would no longer be negligible compared
to R,. So lei R, = 909 0, I%, and R. = 1010 - 909 = 101 0 (use 102 0,
I%), so Ihal the series (R, + R.) slill ensures A.• = 100 VI V. Moreover, let Rp ;;;:

I kO. Then. Eo,,,,,., = 100[6 mV + (I kO) x (200 nA)1 = 620 mV, and Vx =
Eoc....,/(-R,/R,) = 620/(-10' /909) = -5.6 mY. Pick a range of ±7.5 mV to
make sure. Imposing R./(R. + R.) = (7.5 mV)/(l5 V) gives R. ;;;: 2000R. ;;;:
200 kO. Finally, let Rc = 100 kO.

FIGURE S.10

External offset-error nulling for Ihe nQllinverting amplifier.

In multiple-op-amp circuits it is worth seeking ways of nulling the cumulative
offset error with jusl one adjustment. A classic example is offered by the triple-op­
amp lA, where other critical parameters may also need adjustment, such as gain and
CMRR.

In Ihe circuit of Fig. 5.21, the voltage Vx is buffered by the low-output-impedance
follower OA4 to avoid upsetting bridge balance. The overall CMRR is the combined
result of resistance mismatches and finite CMR].s of the individual op amps. At dc,
where C I acts as an open circuit and R9 has thus no effect, we adjust RIO to optimize
the dc CMRR. At some high frequency, where C I provides a conductive path from
R9 's wiper to ground, we adjust R9 to deliberately unbalance the second stage and
thus optimize the ac CMRR. The circuit is calibrated as follows:

I. With VI and V2 grounded, adjust Rc for vo =O.
2. Adjust Rs for the desired gain of 1000 VIV.
3. With the inputs tied togetherto a common source VI, adjust RIO forthe minimum

change in "0 as V I is switched from - 10 V dc to +I0 V dc.
4. With V I a lO-kHz, 20-V peak-to-peak sine wave, adjust R9 for the minimum ac

component at the output.
i
I

~

J.z_

(b)

R C

>---+---0 Vo

(a)

EX"MPLE 5.8. A 741C op amp is to be used in Ihe circuit of Fig. 5.190 to yield A, =
-5 V/V and R, = 30 HI. Specify suitable resislances.

Solution. R, = 30 kO. R, = 5R, = 150 kO. and Rp = R, II R, = 25 kO. Use the
slandard value Rp = 24 kO. and impose R. = I kO to make up for the difference. We
have E"mn, = VOSCmn, + (R, II R,)/os,mn' = 6 mV + (25 kO) x (200 nA) = II mY.
To be on the safe side. impose -15 mV :5 Vx :5 15 mY. Thus. with Ihe wiper all the
wayup.wewantR./(R.+R.) = (15 mV)/(l5 V),orR.;;;: 10·'R. = I MO. Finally.
choose Rc = Ino kO.

External nulling is based on the injection of an adjustable voltage or current into
the circuit to compensate for its offset error. This scheme does not introduce any
additional imbalances in the input stage, so there is no degradation in drift, CMRR,
orPSRR.

The most convenient point of injection of the correcting signal depends on the
particular circuit. For inverting-type configurations like the amplifier and integrator
of Fig. 5.19. we simply lift Rp off ground and return it to an adjustable voltage Vx.
By the superposition principle, we now have an apparent input error of EI + Vx,
and we can always adjust Vx to neutralize EI. Vx is obtained from a dual reference
source, such as the supply voltages if they are adequately regulated and filtered. In
the circuits shown, we impose RB» Rc to avoid excessive loading at the wiper,
and RA « Rp to avoid perturbing the existing resistance levels. The calibration
procedure is similar to that for internal nulling.

FIGURE 5.• 9

EXlemal offsel-error nulling for the inverting amplifier and integrator.

In principle, the foregoing scheme can be applied to any circuit that comes with
a dc return to ground. In the circuit of Fig. 5.20, RI has been lifted off ground and
returned to the adjustable voltage Vx. To avoid upselling the signal gain we must
impose Req «RI, where Req is the equivalent resistance of the nulling network as
seen by R, (for RA «RB we have Req ;;;: RA.) Alternatively, we must decrease RI
to the value RI - Req .
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VI

>-......-0 Vo

V,

FIGURE 5.11
Instrumentation amplifier with A = I V/mV. (OA" OA,. and OA,: OP-37C; OA.: OP-27;
fixed resistances are 0.1%.)

EXAMPLE 5.tO. Specify R., R., and Re in Fig. 5.21. given the following maximum
ralings forthe OP-37C low-noise precision high-speed op amp at T =25·C: I. =75 nA.
los = ±80 nA. and Vos = 100 ltV. Assume ±15-V supplies.

Solution. Ell = En = Vos + [R I II (R, + Ra/2))/. = 10-' + (5000 11208)75 x
10-9 ~ 115 ltV; E" = 10-' + (500 1120.000)80 x 10-9 ~ 139 ltV; Eo = A(EII +
Enl+ (l/fJ,)E" = 10' x 2 x 115 + (l +20/0.5)139 ~ 230 mV +5.7 mV =236 mY.
According to Eq. (2.40) we need -236 mV 5 Vx 5 +236 mY. Use 300 mV to make
sure. Then, R. =2 to. R. = 100 to, Re = 100 to.

Whether internal or external, nulling compensates only for the initial offset
error Voso. As the operating conditions change. the error will reemerge, and if it
rises abOve an intolerable level, it must be nulled periodically. The use of AZ or CS
op amps may then be a preferable alternative...

5.7
MAXIMUM RATINGS

Like all electronic devices, op amps require that the user respect certain electrical
and environmental limits. Exceeding tbese limits will generally result in malfunction
or even damage. 1be range ofoperating temperatures over which op amp ratings are
given are the commercial range (0 DC to + 70 DC), !be industrial range (-25 DC to
+85 DC), and !be military range (-55 DC to + 125 DC). .:.

Absolute Maximum Ratings

1bese are the ratings that, if exceeded, are likely to cause permanent damage. The
most important ones are the maximum supply volrage.,. the maximum differential­
mode and common-mode input voltages. and the maximum internal power dissipa­

tion Pm.. ·
Figure SA. I indicates that for the 741 C the maximum voltage ralings are, re­

spectively, ± 18 V, ±30 V. and ± 15 V. (The large differential-mode rating of the
741 is made possible by the lateral pnp BJTs Q3 and Q4') Exceeding these limits
may trigger internal reverse-breakdown phenomena and other forms of eleclrical
stress, whose consequences are usually detrimental, such as irreversible degradation
of gain, input bias and offset currents, and noise, or permanent damage to lhe in­
put stage. It is the user's responsibility to ensure that the device operates below its
maximum ratings under all possible circuit and signal conditions.

Potentially deleterious conditions may arise during power tum-on and tum-off.
Since different parts ofa system may go on or off at different times, especially iflarge
capacitors are present, the voltages at the input pins may momentarily exceed those at
!be supply pins. To prevent damage, the inputs must be equipped with suitable diode
clamps to limit the input voltages, and series resistances to limit current during c1amp­
ing.9 For example, the op amp of Fig. 5.15 comes wilh input clamps already on-chip.

Exceeding Pmax will raise the chip temperature to intolerable levels and cause
internal component damage. The value of Pmax depends on the package type as well
as the ambient temperature. The popular mini DIP package has Pmax = 310mW up
to 70 "C of ambient temperature, and derates linearly by 5.6 mW/"C beyond 70 DC.

I! XAMPL I! 5.11. Whal is the maximum current thaI a mini DIP 741C op amp is allowed
to source at 0 V if T 5 70 ·C? If T = 100 ·C?

Solution, From Fig. 5A.3 we find the supply current to he IQ = 2.8 rnA maximum.
Recall from Section 1.8 that an op amp sourcing current dissipales P = (Vee - VEE) IQ+
(Vee - Vo)/o = 30 x 2.g + (t5 - folio. Imposing P 5 310 mV gives lo(Vo =
0) 5 (310 - 84)/t5 ~ 15 rnA for T 5 70 ·C. For T = 100·C we have p.... =
310 - (100 -70)5.6 = 142 mW, so now 10(Vo =0) = (142 - 84)/15 ~ 3.9 rnA.

Input Voltage Range

This is the range of input voltages over which the op amp will still operate properly.
From Fig. 5A.3 we find that for the 741C this range is typically ± 13 V. Operating the
device outside this range, but still below its maximum input voltage rating (between
±13 V and ±15 V for the 741C), does not necessarily cause damage; it only results
in malfunction, such as causing output saturation or output polarity reversal.

Even though the data sheets provide all the information the user needs to know
about the input voltage range, it is instructive to investigate its origin. For bipo­
lar devices such as the 741 op amp, this is the range of input voltages for which
each BJT still operates in the forward-active (FA) region, all the way to the edge
of saturation (EOS). This type of operation is defined as VBE = VBE(OII) ~ 0.7 V
and VCE::VCE(EOS)~O.I V for npn BJTs, VEB=Vt:B(on)~0.7 V and VEC::
VEc(EOS) ~ 0.1 V for pnpBlTs.
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With reference to the 741 diagram of Fig. SA.2. we observe that to keep Q2 and
Qs in the FA region. we need VN :'0 Vcc - VEB8(on) - VC82(EOS) ;;: Vcc - 0.7­
(-0.6) = Vcc - 0.1 V; to keep Q2. Q4. Q16. and Qt7 in the FA region. we need
VN ~ VEE + V8EI7(on) + V8EI6(on) + VEC4(EOS) + V8E2(on) ;;: VEE + 0.7 + 0.7 +
0.1 + 0.7 = VEE + 2.2 V. Since VN tracks vP. the permissible input range is from
VEE + 2.2 V to Vcc - 0.1 V. This range depend~ on Vcc and VEE; the higher the
supply voltages. the wider this range. Figure SA.6 shows the 741 input range as a
function of the supply voltages.

Op amps specifically designed for an input range extending all the way down to
VEE are called single-supply op amps because they can be powered between Vcc =
Vs and VEE = 0 V and still provide a virtual ground at the inverting input. These
devices find application in battery-operated equipment and single-supply digital
systems. A popular example is the LM324 (National Semiconductor). whose input
range for single-supply operation extends from (Vs - 1.5 V) all the way down to 0 V.

Output Voltage Swing

As we know. this is the range VOL:'O va :'0 VOH. and is usually specified for a 2-kn
output load. It is again instructive to ~timate this range directly from the circuit
diagram of Fig. SA.2. Thus. VOH = Vcc - VECI3(sat) - V8EI4(on) - VR, ;;: Vcc ­
0.1 - 0.7 - 0= Vcc - 0.8 V. Likewise. VOL = VEE + VCE17(min) + VE822(on) +
VE820(on) + VR, ;;: VEE + 0.7 + 0.7 + 0.7 + 0 = VEE + 2.1 V. For ± IS-V supplies
this gives VOH;;: 14.2 V and VOL;;: -12.9 V. in reasonable agreement with the data
sheets. As with the input range. the higher the supply voltages. the wider the output
swing. This is illustrated in Fig. SA.6.

FIGURE 5.11
Waveforms for a voltage follower with rail-to-rail input and output capa­
bilities.

Op amps specifically designed for an output range extending all the way up
to Vcc and down to VEE are called rail-IO-rail op amps. As we know. CMOS op
amps belong to this class of devices. though rail-to-rail op amps are available also in
bipolar technology. The LMC6464 CMOS op amp (National Semiconductor) offers
rail-to-rail capahilities both at the input and at the output. Figure S.22 shows the input
and output waveforms of a voltage follower implemented with an op amp possessing
such capabilities.

Overload Protection

To prevent excessive power dissipation in case of output overload. op amps are
equipped with protective circuitry designed to limit the output current below a safety
level called the output short-circuit currentlsc . The 741C has typically Ise ;;: 2S rnA.

Vee

FIGURE 5.B
Partial illustration of overload protection circuitry for the
7410pamp.

In the 741 diagram ofFig. SA.2. overload protection is provided by the watchdog
BITs QtS and Q21 and the current-sensing resistors R6 and R7. Under normal
conditions these BITs are off. However. should an output overload condition arise.
such as an accidental short circuit. the resistance sensing the overload current will
develop enough voltage to tum on the corresponding watchdog BIT; this. in tum.
will limit the current through the corresponding output-stage BIT. •

To illustrate with an example. suppose the op amp is designed to output a positive
voltage. but an inadvertent output short forces va to 0 V. as depicted in Fig. S.23. In
response to this short. the second stage of the op amp will drive v822 as positive as
it can in a futile allemptto raise va. Consequently. Q22 will go off and let the entire
bias current of 0.18 rnA flow toward the base of Q14. Were it not for the presence
of QI'. QI4 would amplify this current by fJI4 while sustaining VCE = Vcc; the
IaII1ting power dissipation would most likely destroy it. However. with Q IS in place.
.ty the current i814(max) = iCI4(max)/fJI4 ;;: [V8EIS(on)IR6l/fJI4 is allowed to
reach the base of Q14. the remainder being diverted to the output short via QIS;
hence. Q14 is protected.

With reference to Fig. SA.2. we observe that just like QtS protects Q14 when the
op amp is sourcing current. Q21 protects Q20 during current sinking. However. since
the base of Q20 is a low-impedance node because it is driven by emiller-follower
Qn. the action of Q21 is applied further upstream. via Q23.

EXAMPI.E 5.U. Find all currents in the circuit of Fig. 5.23 if R. = 27 n. fJ" = fJ" =
2S0. and V8F."(oo) = 0.7 V.

Solution. Q" is limited to ICI. = a"h" = a,,[ I., + I Rll I ~ I., = V8E"(oo)/ R. =
0.7/27 ~ 26 rnA. The current reaching the base of Q" is 18" = ICI./fJ" = 26/250 ~
0.104 rnA; the remainder. Ie" = 0.18-0.104 ~ 761lA. is diverted to the short. Hence.
I", ~ In. + Ie" ~ 26 rnA.
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It is important to realize that during overload the actual output voltage is not what
it should be: the protection circuitry prevents the op amp from properly influencing
• N, so during overload we generally have.N # •p.

Op amp types are available with much higher output current capabilities than the
741. Aptly referred to as power op amps, they are similar to their low-power coun­
terparts except for the presence of heftier output stages and proper power packaging
to handle the increased dissipation of heat. These op amps usually require heatsink
mounting. Examples of power op amps are the PA04 (Apex Microtechnology) and
the OPA501 (Burr-Brown), with peak output-current capabilities of 20 A and 10 A,
respectively.

- PROBLEMS

5.1 SlmpUflod op amp clmlll d.....m

5.1 If the 741 op amp were redesigned with I. twice as large, which of the op amppuam­
eters discussed in Section 5.1 would be affected, and how?

5.1 IDpul blu aDd oIfJot ........nta

5.2 11Ie circuit of Fig. 5.5a is to be used as an inverting amplifier with a gain of 10 V/V
and is to employ the /tA741C op amp. Specify suitable component values to ensure a
maxinlUm output error of 10 mV with minimum power dissipation in the resistors.

5.3 (a) Investigate the effoctof I. on the performanceofthe inverting amplifierofFig. PI.54
if I. = 10 nA and all resistances are 100 kO. (b) What dummy resistance Rp must be
insla1led in series with the noninverting input to minimize Eo?

5.4 Investigate the effect of I. and los on the performance of the circuit of Fig. PI.17 if
I. =100 oA and los =10oA.

(\
\ 5.5- The circuit of Fig. PS.5 exploits the tD8k:hing properties of dual op amps to minimize
"'~) the overall input current 1/. (0) Find the condition between R2 and R, thaI yields 1/ =0

when the op amps are perfectly matched. (b) What if there isa 10% mismatch between
the I.s of the op amps?

v,

FIGURE P5.5

5.6 (a) Investigate the effect of los on the performance of the Deboo integralor. (b) As­
suming C =I oF and UJG·kO resistances Ihroughou~ find vo(I) if los =±I nA and
.0(0) = I V.

5.7 Investigate the effect of using an op amp with I. = I nA and los = 0.1 nA in the high­
sensitivity 1-Vconverter of Example 2.2. What dummy resistance Rp would you install
in series with the noninverting input?

5.8 If R./RJ =R2I R
"

the circuit of Fig. P2.14 is atme V-I converter with io =(R2/ R, R,) x
(v, - VI) and Ro =00. What if the op amps have input bias currents I., and 1.2. and
input offset currenls loS! and Ion? Is i o affected? Is Ro affected? How would you
modify the circuit 10 optimize its de performance?

5.9 Investigate the effect of I. and los in the current amplifier of Fig. 2.11. How would
you modify the circuit to minimize its de error?

5.10 Assuming the multiple-feedback low-pass filter of Fig. 3.32 is in de steady state (i.e.•
alleransients have died OUI), investigate the effecl of I. = 50 nA if all resistances are
100 kO. What dummy resistor would you use to optimize the de performance of the
circuit? Hint: Assume a zero input

5.3 Low-lnput-bJu.current op amps

5.11 1be bottom plate of a low-leakage lO-nF charged capacitor is at ground, and the top
plate at 10 V. Next, a voltage follower is connected to the top plate. and the follower
output is monitoted with a voltmeter to observe how the input bias current discharges
the capacitor. (0) If it is found that the output decreases at the rate of I mV/s, what do
you conclude aboutlhe technology of the inpul stage'! (b) Estimate the temperature rise
needed for a discharge rate of 0.1 Vis.

5.4 Input oIfsel vol....

5.U A PET-input op amp is connected as in Fig. 5.120 with R, = 100 o and R2 = 33 kf!,
and gives Vo = -0.5 V. The sameop amp is then moved to the circuit of Fig. 5.12b with
R = 100 kO and C = I nF. Assuming vo(O) = 0 and symmetric saturation voltages
of ±14 V, find the time it takes for the oUlput to saturate.

I
5.13 IfR./R) =R2/R"thecircuilofFig.P2.15isatrueV-/converterwithio = R2vI/R, R,

and Ro =00. What if the op amps have input offset voltages VOS! and Von, but are
otherwise ideal? Is io affected? Is Ro affecled?

5.14 In the circuit of Fig. 5.120 let R, = 10 o and R2 = 100 kO, and let the op amp have an
offset driftof5/tVrc. (0) If the op amp has been trimmed for vo(25 'c) =0, estimate
vo(O 'C) and vo(70 'c). What do you expect their relative polarities 10 he? (b) If the
sameop amp is moved 10 thecircuil of Fig. 5.I2bwith R = 100 kO and C = I nF, find
vo(1) both at 0 'C and at 70 'C.

5.15 Investigate the effect of using an op amp wilh CMRR". = 100 dB on the output resis­
tance ofa Howland current pump made up orrour perfectly matched lO-kO resistances.
Except for CMRR, Ihe op amp is ideal.

5.16 Investigate the effecl of using an op amp with Vo", = 100 /tV and CMRR". = 100 dB
in a Deboo integrator which uses four perfeclly matched lOO-kO resistances and a l-nF
capacitance. Excepl for Voso and CMRR, the op amp is ideal.

5.17 Assuming perfectly ~tch~ resistances in the difference amplifier of Fig. 2.130, show
that if we define the CMRR of the op amp as I/CMRRo. = avOS/aVCM'OAI and that
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open, and v, = 0 V; (e) v, = -1.70 V with SW, open. SW, closed. and v, = 0 V;
(d) v, = -0.25 V with SW, and SW, closed. and v, = -10 V.
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FIGURE PS.27

5.31 (a) Find output error Eo for the I-V converter of Fig. 2. J. (b) Repeat if the noninverting
input pin is returned to ground via a dummy resistance Rp = R. (c) Devise a scheme
for the external nulling of Eo if R =I MO, los =I nA maximum. and Vas =I mV
maximum. .

5.28 (a) [n the circuit of Fig. PI.I5 obtain an expression for the output error Eo as a function
of Ip, IN. and Vas. (b) Repeat, but for the circuit of Fig. P1.I6. Hinl: [n esch case set
the independent source to zero.

5.29 Repeat Problem 5.28, but for the circuits of Figs. PI.I8 and PI.I 9.

5.30 [n the circuit of Fig. PJ.60 obtain an expression for the output error Eo as a function
of Ip,lN • and Vas. Hint: Assume a zero input.

5.22 In the inverting integrator of Fig. 1.19 let R = 100 kO, C = 10 nF, and V/ = 0, and
let the capacitor be initially charged such that vo(t = 0) = 10 V. Except for a finite
open-loop gain of 10-' V/V, the op amp is ideal. Find vo(1 > 0).

5.23 An op amp with ami" =10' VIV, VOSO(mu) =2 mY. and CMR~B(ml") =PSRR.m(ml") =
74 dB is configured .., a voltage follower. (a) Estimate the worst..,ase departure of va
from the ideal for V/ = 0 V. (b) Repeat with V/ = 10 V. (e) Repeat ifthe supply voltages
are lowered from ± 15 V to ± 12 V.

5.21 Assuming perfectly matched op amps and resistances in the triple-op-amp [A of
Fig. 2.20, derive a relationship between CMRRIAlml") and CMRRoA1ml"}, where II
CMRRoA = avOS/aVeMIOA}, and IIOMRR'A = A'm/Adm.

5.19 In tbe difference amplifier of Problem 5.18 the inputs are tied together and are driven
by VeM = I sin 2rrft V. Using the CMRR plot of Fig. 5A.6. predict the output at f =
I Hz, I kHz, and 10 kHz.

5,20 (a) Assuming perfectly matched op amps and resistances in the dual-op-amp [A of
Fig. 2.23. show that if we define the CMRR of each op amp as I/CMRRoA = avos/
aVeM10A} and that of the IA as IICMRR'A = A'm/Adm, where A,m = aVo/aVeM(OA)
and Adm = I + R2f R,.then we have CMRR'Alml") = 0.5 x CMRRoAlml"). (b) If an [A
with a gain of 100 V/V is implemented with perfectly matched resistances and a dual
OP-227A op amp, (CMRRdB = 126dB typical, 114dB minimum), find the worst-case
output change for a 10-V common-mode input change. What is the corresponding A,m ?

of the difference amplifier as I/CMRRoA = A",,/Adm. where A,m = aVO/aVCM(DA)
and Adm = R,/ R" then we have CMRRoA =CMRRoA.

5.18 The difference amplifier of Problem 5.17 uses a 741 op amp with R, =1 kO and
R, =100 kQ. Find the worst-case CMRR of the circuit for the case of (a) perfectly
matcbed resistances, and (b) 1% resistances. Comment.
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S.S Low-lnp'It-olrset-voltage op amps

5.24 With reference to the op amp of Fig. 5.1, investigate the effect of (a) a 10% mismatch
between the emiller areas of Q, and Q" and (b) 01 °C temperature gradient across Q,
and Q,.

S.6 Input oIrset-error eompe....llon

5.lS Repeat Example 5.8, but for the integrator of Fig. 5.19b for the case R = 100 kO.

5.26 In the noninverting amplifier of Fig. 1.14a let R, = 10 0, R, =10 kO, and v, =0.
The output Vo is monitored with a voltmeter and is found to be 0.480 V. If adding a
I-MO resistor in series with the noninverting input pin gives va = 0.780 V, but adding
it in series with the inverting input pin gives va = 0.230 V. find 18 • los, and Vas. What
is the direction of I R '!

(GFigure P5.27 shows a widely used test fixture to characterize the op amp referred to
Vas devi... under /esl (OUT). The purpose of OA" which is assumed ideal, is to keep

OUT's output near 0 V, or in the middle of the linear region. Find VaSIl, Ip, IN. 18,
los. and the gain a for the OUT, given the following measurements: (a) v, = -0.75 V
with SW, and SW, closed and v, = 0 V; (b) v, = +0.30 V with SW, closed, SW,

5.32 What input-stage technology would you choose for the op amp of the high-sensitivity
1-Vconverter of Example 2.2? How would you modify the circuit for a minimum output
error Eo? How would you make provision for the external nulling of Eo?

5.33 Using the OP-227A dual-precision op amp (VOS(....,) = 80/lV. 18(mu) = ±40 nA,
loslmu} = 35 nA. and CMR~Blml"1 = 114 dB), design a dual-op-amp [A with a gain
of 100 V/V. Assuming perfectly matched resistances. what is the maximum output error
for VI =V, =O? For V, =V, = 10 V?

5,34 If R, + R, = R,. the circuit of Fig. P2.16 is ~true V-I converter with io = V, /R,
and Ro = 00. What if Ihe op amps have nonzero input bias and offset currents and
offset voltages? Is i o affected? Is Ro affected? How would you make provisions for'
minimizing the total error? For externally nulling it?

5.35 (a) Investigate the effect of the offset voltages Va.,. and VOS2 on the performance of the
dual-op-amp transducer amplifier of Fig. 2.40 for the case 8 = O. (b) Dev,se a scheme
to externally null the output offset error, and illustrale how it works.

5.36 Repeat Problem 5.35, bul for the transducer amplifier of Fig. P2.54.

G An I-V converter with a sensitivity of I VI/LA is to be designed using an op amp witb
':::J VOScmu) = I mV and IOSlmul = 2 nA. Two alternatives are being evaluated. namely,

'1
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5.38 Assuming the multiple-feedback band-pass filter of Example 3.15 is in dc steady state
(i.e., all transients have died out). investigate the effect of IB = 50 nA. los = 5 nA.
and Vos = I mV upon the circuit's performance. How would you modify the circuit to
minimize the output error? To null it? Hin/: Assume a zero input.

5.43 A 741 op amp is connected as a voltage follower and programmed to give Vo = 10 V.
Using the simplified circuit of Fig. 5.23 with R6 = 27 0, (JfS of 250, and base­
emiller junction drops of 0.7 V, find VB22, in., ins. PIJ,,' and Vo if the output load is
(a) RL = 2 kO, and (b) RL = 200 O.

5.39 Repeat Problem 5.38, but for the low-pass KRC filter of Example 3.8.

5.40 Repeat Problem 5.38, bill for the band-bass and band-reject KRC fillers of Exam­
ples 3.13 and 3.14.

5.42 Let the inverting amplifier in the single-supply system of Fig. 1.40 be a rail-to-rail up
amp with a gain of -2 V/V. (a) Sketch and label v" VD, and Vo if v, is a I-kHz sine
wave with 1.5-V peak amplitude. (b) Find the expression for the input sine wave that
will result in a rail-to-rail output.

5041 The biquad filter of Example 3.19 is implemented with FET-input op ampe baving
maximum input offset voltages of 5 mV. Investigate the effect on circuit perfonuance
and devise a method to trim the output dc error for the low-pass output.

5.7 Maximum f1Il1np

248

CHAPTER 5

Static Op Amp
Limitations



250

nlAPTER 5
Static Op Amp

Limitations

""741 ""741
25\

APPENDIX SA
Data Sheela of !he
ItA74\ Op Amp

_ ct_lo800 T.-25"C, Vco·'15 V._.-~.

flA7.t pA74tC

0r- a........ - .. ,.,. ... .. ,.,. ... -Y" _oo-y_ A,<10 kO ..• ••• ••• ..• ..,
Y" .. _OfIoo1Y_ ". ". mV-- .
'" _oo-eo.- 20 200 20 200 ..
'.

__ eo.-
50 ... 50 ... ..

z, -'''-''' u •.• 0.3 '.0 ""
'cc _eo.- '.1 ••• 1.1 ... mA

P, -"",- .. .. .. .. noW

CUR

Comnon __

10 10 50 ...
Y.. _Y_- ". ,,- ."

,,_

v
PIlAR --- 30 ... p.VlV- Voc.tS.O V to 1111 V 30 '50

lot 0UIput """" !loa.« •• .. mA
eo.-

Aw ,--,"_Y_- Rl;"2.0 kO, Vo· i10 V .. 200 20 200 VlmV

yO/' OUIputY_- filL-tO kn ". ". .14 Y
RL-2.0 kO ... ... ,,-

TR 1_ 1-- V,- 20 mV, At. ... 2.0 Idl, .3 ..- ,.
"- 1-- Ct.-tOO pF, Ay-',O •.• ..• "aw - ••• I .• U'"

8A -- RL >2.0 Idl, Avo ·1.0 ••• ••• VI,.

.­-

Equivalent Circuit

FIGURE 5A.1

FIGURE 5A.3



t. 1-- ....

252
CHAPTER 5

Static Op Amp
Limitations

pA741 pA741
253

APPENDIX SA

Data Sheets of the
/LA741 Op Amp

... .. "
0.21 0.1 ..

tIO 20D Y/rrN

10 21 40 rnA

Av-l.0, 'Ice-no Y. '11.-10 mY,
"'.... klI. Co.-'OO pi'

TR

IW 0.437 1.1 MHz

IR RdI '111- t 10 V, Aw -'.0 D.' 0.7 VI".

The fDIIOwIng~ ... 0'i'W .. ,.. of -y-c<T,,<+125-C for" ,.A7.'.... end O-C<TA<+70-C far
.. ~741E.

...

v"
_"",",V_

0.0 mV

6'110/111 _""'"'v_ I. pVreT__

v" .. -""'"'- Ya::-t 20 V '0 ""--too _ ""'"' CUnonI 70 nA

""""..T
_ ""'"' e..- o.• nArc
T__

.. __ CUnOnI

"0 nA

Zo -- 0.• IoUl
p. -- Yo:;" tr v 11&A741A 1-15oe ,.

"'"I .,nee ,.
I ....741E ,..

CIlIl --- VCC·i20 Y. VI-t1' Y.... ·10 n .. • ..
lao 0UlpuI _ I:IolMI ...-

'0 40 ...... ..,..--- Yoc-t20 'V, "">1.0 IIlO. .. VI""
'10 -:1:11 'V

'Vcx;-tl.O'V. '\.>2.0 IIlO. '0
'Vo-tt.O'V

V"" 0u0puI-- Vr;c-t 20 'V I "'-'0 on ". v
I "'-2.0 on ...

,.A7<IA ... ,.A741.____ T.·BOC. Vee·tl5 V. ___ opocIItod.

..- a._.... - .. TVP - ....
v" _"",",V_ ...<.. n 0" S.O ""
too _ ""'"' e..- ... .. nA.. -_...- so .. nA

Zo -- 'Icc-tao 'II '.0 ... IoUl

p.
-~

Ygc-t20Y 10 '.. ......... ---- Vgc-.,0 Y, -10 'Ito ,. .. .VIV
'Ice" +20 y. -10 Y,

...·.. n

~141 ..,.tc- a........ - .. TVP -.. TVP -....
v" ...... ""'"'V_ 7.5 mY

...~o on '.0 1.0

V" .. ...... ""'"'V_ .,. .,. mY--'" ...... ""'"'e..- 11IO
-~.T,,-+l25ee 7D ... ,-I>

T,,--55-<: • ..... ...... _e..- ... nA

T,,-.'H"C ..OS 0.5 ....
T,,--II-o ... u

Icc
_...-

TA- "".-<1 '.5 ... mA

T,,--M-C ... U

P, -s:or-- ' ... -+115-C .. 71 -1,,--55-<: eo '00
QIA

c:on.o-__
"'<10 kO 70 eo ..V_ ...... V__

". "s V
PSR. --- so ,.. //'IN-.... ..,.._V_ 1\.>2.0 kO, Yo-itO v .. ,. V1mV-... 0UlpuI-- 1\.-10 kO ". "0 v

"'·'.0 on "0 "S "0 "S

,.A7<1 ... ,.A7<IC (Conl)
.......... a.1iilClIeItIlIIO o.w the ,.... of -g·e" TA <; .,H·e tor ,.A741. o-c <; TA " ... 7O"'e tor ,.A741C.

- -- opoclIod

FIGURE 5A.4

FIGURE 5A.5



-----. fi i••• llii
tl

!! f
~ n

~ i

·
· ~-

~-

·
•
•
•

------1 III

'I.a
I

·• • • • • •
·· ~-

· " ~-· "\•
• 1\•
••
•

I
I
•
~
S

. . • • •
I ,

• If -~ J
tf-i
;

;f-f-t-~~~'
:f-f-f-~tl:

I it

..,
E
'"..
'"'",.
'"

-_....._-. r~

• • • • • ••• 11

II
:J
:a
~

·... ,~
~.

• ;1

"
i

•

•

I
;
,
•

......-..---.
·••• 4 •••••••

~~-
• ~I

1
3

1"\

1'\

•

li~

!l~
, :

..,
c II II .c -- ;!I tE ----- ... ~----. C t . • • • • c ; ;

'" ·.. 1\ ,I ' \ 'I!.
~, I~'"'" I. I· I'\'t\\ ,

!II
,.
:.. I \. ~, JJ; ; rI-a I\.. Ii I',. ,. ,.

• : • " : • I , Sa Ii- ~-
2 ..... IJ ~

• • • E___ R

III
, ------ III[ .,

II I i ;
- • II ~/f I fl! !•

~ Ual
..

• I:I: 1/ / fl' IIi ,I I j.. II 1/ ~~_, • ..
! - / I.t- ...

.,... I • ..
i~ - I• I
----~

·•• I. >->-

••• .'-• 1:-
• ~-•

--y--" "...........
Ifau



1-+ , ,
'0." • 1/.'.

,J+--i-t-
_.~ •
-' " ,

I. . . . ,---

'7 •
f--! •
f--; •

rI •
•

7 •
•,. . . . . .·

...--~-

'" I w·
I\. i , .

5~
•

" ->-.«~
•. •: \\

• I •V \ ·

•,
I

J

--~----

•/ •V •
•II

•/
• • • • • • •·.... .. .----

•
•,
•
•
•

! •
I~ •. . . . ·-----

!
;
. • • •

!
I c ~ • • l!! Hi+-H--Ir-l+H-l1 ~

Hi.~;,~~__I_~_~} ii.~+-'~_-+-":"'4_.J4_..J....,!} jj .•_~_ :1 j

•,
I

'j

17 •
•
•

• • • • .'. "t • • • ,_-_J.__....._

il~ll:i
•

I

f
it.

·,
I

; , .
<IIlI- __

•;
•-;

•1\

•,

•

• • "

I

1\

=!-1 • I
•,

T . .

•·
;:!h Iti.t,;

I

!

• • • • • • , . . .

• I..-----

I

!
; I

•
II •

•
1/

• ,

•
~

;
t-:~

I';

• • • • , .



6

DYNAMIC OP AMP LIMITATIONS

6.1 Open-Loop Response
6.2 Closed-Loop Response
6.3 Input and Output Impedances
6.4 Transient Response
6.5 Effect of Finite GBP on Integrator Circuits
6.6 Effect of Finite GBP on Filters
6.7 Current-Feedback Amplifiers

Problems
References

Up to now we have assumed op amps with extremely high open-loop gains, regardless
of frequency. A practical op amp provides high gain only from de up to a given
frequency, beyond which gain decreases with frequency and the output is also delayed
with respect to the input. These limitations have a profound impact on the closed-loop
characteristics of a circuit: they affect both its frequency and transient responses,
and also its input and output impedances. In this chapter we study the unity-gain
frequency flo the gain-bandwidlh producl (GBP), the closed-loop bandwidlh f B, the
full-power bandwidlh (FPB), the rise lime I R. the slew rale (SR), and the selliing lime
's, as well as the impact on the responses and the terminal impedances of familiar
circuits such as the four amplifier types, and filters. We also take the opportunity to
discuss current-feedback amplifiers (CFAs), a class ofop amps designed specifically
for high-speed applications.

Since data sheets show frequency responses in terms of the cyclicalfrequency f,
we shall work with this frequency rather than with the angularfrequency w. One can
readily convert from one frequency to the other via w <'+ 2Jrf. Moreover, a frequency
response H Uf) is readily converted to the s-domain by letting jf ---> S /2Jr.

The open-loop response aUf) of an op amp can be quite complex and will be
investigated in general terms in Chapter 8. In the present chapter we limit ourselves
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to the particular but most common case of internally compensated op amps, that
is, op amps incorporating on-chip components to stabilize their behavior against
unwanted oscillations. Most op amps are compensated so that a(jf) is dominated
by a single low-frequency pole.

6.1
OPEN·LooP RESPONSE

The most common open-loop response is the dominant-pole response, so called
because its frequency profile is primarily controlled by a single pole. To understand
its origin, refer to Fig. 6. I, which provides a block diagram of the three-stage op amp
circuit of Fig. 5.1. Here gm I is the transconductallce gain of the first stage, and -a2
is the voltage gain of the second stage, which is an inverting stage. Moreover, Req
and Ceq represent the net equivalent resistance and capacitance between the node
common to the first and second stage, and ground.

At low frequencies, where Ccacts as an open circuit, we have v0 = I x (-a2) x
(-ReqiOt) = gmt Reqa2(VP - VN). The low-frequency gain, called thedc gain and
denoted as ao, is thus

(6.1)

As we know, this is a fairly large number. For the 741 op amp we shall assume the
following working values: gmt = 189 ,.,.A/V, Req = 1.95 MO, and a2 = 544 V/Y.
Substituting into Eq. (6.1 )yields the familiar typical va1ueao = 200 V/mV, or l06dB.

Increasing the operating frequency will bring the impedance of Ceq into play,
causing gain to roll off with frequency because of the low-pass filter action provided
by Req and Ceq. Gain starts to roll off at the frequency fb that mak~ IZc..1= Req,
or 1/2JrfbCeq = Req. This frequency, called the dominant-pole frequency, is thus

1
fb = (6.2)

2Jr ReqCeq

From the data sheets we find that the 741 op amp has typically fb = 5 Hz, indicating
a dominant pole at s = - 2Jr fb = -IOJr Npls. Such a low-frequency pole requires
.... for a given Req, Ceq be suitably large. For the 741 op amp Ceq =1/2JrfbReq =
1/(2Jr5 x 1.95 x 106) = 16.3 nF. The on-chip fabrication of such a large capacitance
would be prohibitive in terms of the chip area needed. This drawback is ingeniously

FIGURE 6.\
Simplified op-amp block diagram.

2S9
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avoided by starting out with an acceptable value for Ce , and then exploiting the
multiplicative property of the Miller effect to increase its effective value to Ceq =
(I + a2)C,.. The 741 uses Ce = 30 pF to achieve Ceq = (I + 544)30 = 16.3 nF.

-20dB/dec, until ildrops 100dB (or I V/V) for I = f,. This frequency is called Ihe
unity-gain frequency, or also the transition frequency. because it marks the transition
from amplification ( sitive decibels) to attenuation (negative decibels). Imposing
1= Q{j/ 1+ (ftlfb) in Eq. (6.4) and using the fact that f,» fb' we get
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Expression for the Open-Loop Gain I, =aofb (6.5)

(6.7)

(6.8)

(6.6c)

(6.00)

(6.6b)

GBP = f,

a(jj)lf«f• ..... ao LQ.".

a(jf)!f=f. = ~ /-45°

a(jj)lf»f• ..... %1-90°

The 741 op amp has typically f, = 200,000 x 5 = I MHz. We wish to emphasize
the following special cases:

We observe that over the frequency region f » fb the op amp behaves as an
integrator, and that its gain-bandwidth product, defined as GBP = la(jfll x f, is
constant

For this reason, op amps with dominant-pole compensation are also referred to as
constant-GBP op amps: increasing (or decreasing)f by a given amount in the region
of integrator behavior will decrease (or increase) la Iby the same amount. This can be
exploited to estimate gain at any frequency above fb. Thus, at f = 100 Hz the 741
has lal=ftlf= 106/102= 10,000 V/V; at f= I kHz it has lal=IOOO VIV; at
f = 10 kHz it has lal = 100 V/V; at f = 100 kHz it has lal = 10 V/V, and so forth.
Browsing through linear databooks will reveal quite a few op amp families with a
gain response of the type of Fig. 6.2. Most general-purpose types tend to have GBPs
between 500 kHz and 20 MHz, with I MHz being one of the most frequent values.
However, for wideband applications, op amp types are .available with much higher
GBPs. Current-feedback amplifiers, to be discussed in Section 6.7, are an example.

Though ao and fb may be useful for mathematical manipulations, in practice
they are very i.lI-defined par~meters because so are Req and a2, due to manufacturing
process vanaltons. We shallmstead focus on the unity-gain frequency fl' which turns
out to be a more predictable parameter. To justify this claim, we note that at high
frequencies the circuit of Fig. 6.1 yields Vo ::= I X Zetol = (I/j211fCe )gml x
(Vp - V.), ora = gml/j211fCe• Comparing with Eq. (6.6c) gives

r _ gmt
JI--­

211Ce

By Eq. (5.7), gml = fA/4Vr. Substituting into Eq. (6.8) gives, for the 741 op amp,

(_ fA
JI- ~~811 VrC,.

It is possible to design for reasonably stable and predictable values of fA and C .
thus resulting in a dependable value for f,. Forthe 741, fl = (19.6 X 10-6)/(811 ~
0.026 x 30 x 10- 12) = I MHz.

~----''------....",.~--f (dec)0

~- ...

0"

_450

_90°

In addition to the dominant pole created by Req and Ceq, the open-loop response
will generally include higher-order zeros and poles due to the transistors making up
the different stages. The dominant-pole frequency is chosen deliberately low (5 Hz
for the 741) to ensure that gain has dropped well below unity at the higher-order root
frequencies, and their effect cll1l thus be ignored. With this in mind, the Qpen-loop
response of an internally compensated op amp can be approximated as .

. ao
a(jf) = I + jf!fb (6.3)

where j is the imaginary unit (j 2 = -I), ao is the open-loop de gain. and fb is the
open-loop -3-dB frequency, also called the open-loop bandwidth. Magnitude and
phase are calculated as

la(jf)1 - ao </:o(jj) = - tan-1U/fb) (6.4). - VI + U/fb)2

and are plotted in Fig. 6.2. We observe that gain is high and approximately constant
only from de up to fb. Past fb it rolls off at the approximately constant rate of

I-I (dB)

flGVRE 6.1
'IYpicalopen-loop response ofan internally compensatedopamp.
(The 141 op amp has typically ao =200 Vim¥, fb = 5 Hz, and
f, = I MHt..)

..1---_.
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Graphical Visualization of the Loop Gain T

We are well aware of the central role played by'the loop gain T = afj in negative
feedback. Since both a and fj are generally frequency-dependent, so is T, and we
seek a quick means for visualizing this dependence. Letting T = afj = a/O / fj)
allows us to write IT IdB = 20 log10 IT I = 20 log 10 la I - 20 log10{I / fj), or

ITldB = laldB -11/fjldB (6. lOa)

-r.T = -r.a - -r.{I/fj) (6. lOb)

indicating that the Bode plots of T can be found graphically as the difference between
the individual plots of a and 1/fj.

Figure 6.3 depicts the magnitude plot. To construct it, we first obtain the open­
loop curve from the data sheets. Next, we find fj using the techniques of Section 1.7.
takeitsreciprocall/fj,andthenplotll/fjl.Sinceusuallylfjl::: I V/V,orlfjl::: OdB,
it follows that l1/fjl ::: I VIV, or l1/fjl ::: 0 dB; that is, the II/fjl curve extends
above the D-dB axis. This curve will generally have some breakpoints. though in
many cases it is flat. As shown, its low-frequency and high-frequency asymptotes
are denoted as 11/1101 and II/fjool. Finally, we visualize ITI as the difference between
the lal and II/fjl curves. The ITI curve/is shown explicitly at the bottom, but you
should learn to visualize it directly from the diagram at the top.

The frequency fx at which the two curves meet is called the crossoverfrequency.
Clearly,IT(jfx>ldB = 0 dB, or IT(jfx>l = Lin the example shown, for f «fx
we have ITI» I, indicating a closed-loop behavior nearly ideal there. However, for
f > fx we have IT IdB < 0 dB, or IT I < I, indicating a significant departure from
the ideal. Thus, the useful frequency range for the op amp circuit is to the left of
fx. In Chapter 8 we shall find that -r.T(jfx), the phase angle of T at fx, determines
whether a circuit is stable as opposed to oscillatory.

Dominant·PoIe PSplce Model

Though an op amp can be simulated at either the transistor or the macromodellevel,
at times we wish to use an even simpler model to focus on just one feature, such as
the effect of the dominant pole. The circuit of Fig. 6.4 uses Req and Ceq to create a
pole frequency at fb = 1/21£ ReqCeq. The following subcircuit file reflects typical
741 parameters:

-.bpl. one-pol. op apt aD • 20DV/aV, fb • 58at
.•ubckt 0A1 •• .. "fO

rd •• .". 211eg ,1DP\lt reli.tuc.
HO 1 0 .... :aOOk ,de g.in •

bel 1 :I 1.t511eg' ,witb Ceq, it ••t. tb ••
ceq 2 0 16.32D1' ,fb-l/2.pl·Jlaq·Ceq
ebut 3 0 2 0 1 , output buffer
ro 3 YO 15 loutput red.tec.
.0D4. 0&1

As we proceed, we shall make frequent use of this subcircuil

f ;; '"Ii ~2....
'=' ':'

FIGURE '.4
Simple PSpice model for a one-pole op amp.

I

263

SBCTtON 6.2

Clooed-Loop
Responte

dB

6.2
CLOSED·LOOP RESPONSE

TIie fact that the loop gain T is frequency-dependent will make the closed-loop
IIIpOtIse A depend on frequency even when Aideol is designed to be frequency­
iildependent, as in the case of purely resistive feedback. To stress this fact, we
write

(6.1 J)

(6.12a)I I If - - I
m - 1+ I/T(jf)

A(}f) = Aideal x I + I/T(jf)

The deviation of the errorfunction I/O + I /T) from I Iff- is now specified in terms
of two parameters, namely, the magnitude error

lip.

L-----"'Ir---- f (dec)

FIGURE 6.J
In a Bode plot. the loop gain IT! is the dif­
Ference between the 10Iand III fJ Icurves.

and the phase error

f~ = --r.[1 + I/T(}f)] (6.12b)

t -..



265

SECTION 6.2
Closed-Loop

Response

(6.14)

By Eq. (6.13), the gain-bandwidth product of the noninverting amplifier is

GBP = AofB = f.

indicating a gain-bandwidlh Iradeoff. For instance, a 741 op amp configured for
Ao = IOOOV/V will have fB = ItIAo = 106/103 = I kHz. Reducing Ao by a
decade, to 100 VIV, will increase fB also by a decade, to 10 kHz. The amplifier
with the lowest gain has also the wide~t bandwidth: this is the voltage follower, for
which Ao = I VIV and f B = f. = I MHz. It is apparent that f. represents a figure
of merit for op amps. The gain-bandwidth tradeoff can be exploited to meet specific
bandwidth requirements, as illustrated in the following example.

EXAMPLE 6.1. A741 opamp isconfiguredasa noninverting amplifier with R, = 2 kfl
and R, = 18 kfl. Find (a) the 1% magnitude error and (b) the 5" phase error bandwidths,
defined, respectively, as the frequency ranges over which Ifml ::: 0.01 and If~1 ::: 5".

Solution,

(a) We have =0.1 V/V. so f.=fJf,=IOO kHz. B (6.120), Em=11
I +(flf.)'-l.lmposinglfml:o(WI yields II I +(f/lO')'~O.99,or f:::

14.2 kHz.
(b) By Eq. (6.12b), •• = -tan-' (flf.). Imposing If.1 ::: 5" gives tan-' (fl 10') ::: 5",

or f :0 8.75 kHz.

EXAMPLE 6.2. (a) Using 741 op amps, design an audio amplifier with a gain of60dB.
(b) Sketch its magnitude plot. (c) Find its actual bandwidth.

Solution.

(a) Since 10"'/10 = \OJ. the design calls for an amplifier with Au = 10' V/V and f. ~
20 kHz. A single 741 op amp will nOI do, because it would have f. = 10"/10' =
I kHz. Let us try cascading two noninverting stages with lesser individual gains
but wider bandwidths, as depicted in Fig. 6.60. Denoting the individual gains as
A, and A" the overall gain is then A = A, x A,. One can easily prove that the
widest bandwidth forA is achieved when A, and A, are madeequal,or AIO = A10 =
"'1000 = 31.62 VI V, or 30 dB. Then, f., = f., = )(1"/31.62 = 31.62 kHz.

(b) Toconstrucllbemagniludeplot we nole that since A = Ai, we have IAI•• = 2IA,I••,
indicating thatlhe magnitude plOI of A is obtained by multiplying thaI of A I by 2,
poiOl by poinl. The plot of IA 01 is in tum obtained via the graphical technique of
Fig. 6.Sb. The final result is shown in Fig. 6.6b.

3. At high frequencies, where ITI« I, Eq. (6.II)predictsA-+ Aideal x T=(I +
RzIRI) x a x R./(RI + Rz) =a, indicating that IAI will roll off with 101
there.

It is apparent that negative feedback reduces gain from ao to Ao (Ao «(0), but
widens bandwidth from fb to f B (fB » fbI. This curative property, referred to as
broadbanding, constitutes another important advantage of negative feedback. It also
benefits phase since «a = -45° at fb, but «A = -45° at fB, fB» fb.

Gain-Bandwidth Tradeoff

(b)

dB

(a)

.·IGURE 6.5
The noninverting amplifier and i\8 frequency response IAI.

I
A(if) = Ao x 1+ if/fB (6.l3a)

Ao ~ I + R2 fB ~ fJf. (6.13b)
R.

where 13 = RI I(RI + Rz) is the familiarfeedbackfaclor and It =aofb i~ the unify­
gain frequency. We observe that the error function is the low-pass funcllon I I (I +
if/fB)' . d

As depicted in Fig. 6.5b. the closed-loop gain AUf) has Ao as the dc gam an
f B as the - 3-dB frequency, also called the closed-loop bandwidlh. We note the

following:

I. At low frequencies, where ITI» I, Eq. (6.11) predicts A -+ Aideal = I +Rzi R!.;
2. At the crossover frequency, where ITI = I, we have «T = «a - «(1113) =

_900 _ 0° =-90°, or T = I I_90° = - i I. By Eq. (6.11), A =Aideat/(l +
il) = (Aideat/J2) I_45°. Clearly, this is the -3-dB frequency fB, and we
can find it graphically by plolling 111131on the data-sheet graph of la I, and then
locating the frequency at which the two curves intersect.

Note again the use of lowercase lellers for open-loop parameters, and uppercase
lellers for closed-loop parameters. Exploiting the fact that 00» I + Rzi Rio we can

write

Using straightforward algebra, we can readily put this in the form AUf) = Aol
(I + iflfB), where

(
Rz) - I

Ao = I + Ii"; I + (I + RzIR.)/ao

The Noninverting Amplifier

The closed-loop response of the noninverting amplifier of Fig. 6.5a was given in

Eq. (1.12). Substituting a = ao/( I + ifI fbI,
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FIGURE 6.7

The inverting amplifier and its frequency resPQllse IAI.

where the feedback factor is again P= RI/(R, + Rz). As before, these expressions
hold as long as ao» 1+ Rz/Rt. We note that the bandwidth f B is the same as forthe
noninverting amplifier; this is not surprising, since f B depends On T, which in tum
depends on the op amp and its feedback network, regardless of the point of injection
of the external signal. As depicted in Fig. 6.7b, we can still find fB graphically as the
crossover frequency. However, since we now have IAol = Rz/ R) < (I + Rz/ R),
the plot of IA I will be shifted downward.

The gain-bandwidth product of the inverting amplifier is GBP = IAol x fB =
(Rz/ RI) x f, RI/(R) + Rz), or

8O~--o<--.----,---.------..,

IAI
601-...:....;~1---"t .....--+...,---+----l

i
40 1----I---+----'''k---;---1<---,

zo I----I---+---+-+T--'''k-~r-,

OL--L----''-----'--r.;---'---....
10 10' 10' 10'/" 10' 10', ,

Hertz f. fBi = fBl

Rz
GBP = --f, = (I - P)ft

R, + Rz
(6.16)

(b)

The Inverting Amplifier

Applying similar reasoning to the inverting amplifier of Fig. 6.7a, whose gain was
ohtained in Eq. (1.19), we get

FIGURE 6.6
Cascading Iwo amplifiers, and the resulting frequency
response IAI·

(e) Note that at 31.62 kHz both IA 01 and IA,I are 3dB below their de values, making IAI
in tum 6 dB below its de value. The -3-dB frequency /B is such thatIA(j/.)1 =
Io-'/J'i. But, IA(jj)1 = IA,(j/lI' =31.62'/[1 + U//.)'). We thus impose

10' 31.62'
J'i = 1+ 1/./(31.62 X 10-'))'

to obtain /. = 31.62.jJ'i - I = 20.35 kHz. which indeed meets the audio
bandwidth requirement.

(6.17)

EX AM PI.E 6.3. Use PSpice to investigate the high-frequency behaviorofa741 inverting
amplifier with R, = R, = I kfl.

Solution. As shown in Fig. 6.8, we use the test source V; to excite both the circuit.
shown at the righl. and a replication of its feedback network, shown at the left and
identified by subscripts/. Using the subcircuit OA I discussed at the end of Section 6.1,

This is less than the GBP of the noninverting counterpart, which 'coincides with
ft. The difference is more noticeable at low dc gains. For instance, a unity-gain
noninverting amplifier (R) = 00, Rz = 0) has GBP = ft, whereas a unitY'gain
inverting amplifier (RI = Rz) has GBP = 0.5 ft. From the viewpoint of maximizing
bandwidth, the former is obviously preferable.

Ifwe observe and plotlAI experimentally, we are likely to find a high-frequency
departure from the curve predicted by Eq. (6.15). The high-frequency asymptotic
value of A is the feedthrough gain of Eq. (1.65), which we rephrase as

lim A = Zo

a-+O R) + (Rz + zoll' + R,/Zd)

to account for the fact that at high frequencies the input and output impedances Zd
and z. are generally no longer resistive. Depending on the op amp and its feedback
network, as well as the application at hand, this asymptotic departure may be of
concern.

I(6.15b)

(6.15a)
I

A(jf) = Ao x I + jf/fB

R2
Ao ~ -- fB ~ Pft

R,

..... ,....- ~;



we write the following circuiHile:

Plotting a, t/beta, aud A for the inverting U1P~

vi t 0 ao tv
·Circuit to plot As

Rl 1 3 lk

R3 3 3 lk

Xl0330A1

• Circuit to plot l/beta,

rof 1 33 15

R3f 33 U lk

RU 33 0 lk

rdf 33 0 3..;

·Circuit to plot al
Ul060A1

RL , 0 21t ,aTOi48 floating node.
.ac 4ec 10 lB. 100KegB.

.probe , ••V(6I1V(I). lIbat••V(1),V(33). AoV(3) IV(l)

.-
The plot of Fig. 6.9 confirms that Alf~oo ;: 75/(Iot + lot + 75) = 36.14 mV/V =
-28.8 dB. This value is affecled by our choice of R, and R,. For instance, increasing
!bern to R, = R2 = 10 kO will push the high-frequency asymptote furlber down, \0
-48.6 dB. The feedforward gain is of less concern in !be noninverting configuration
because the signal has to propagate through l4. which is usually very large and thus
causes a greal amount of attenuation.

FIGURE 6.8
PSpice circuit of Example 6.3.

6.3
INPUT AND OUTPUT IMPEDANCES

.~
I~.,
I(

Il
11
r
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(6.18)Z ~ z(1 + T)±l

Figure 5A.7 indicates that at high frequencies the differential input impedance Zd

and the output impedance Zo of the 741 op amp become. respectively. capacitive
and inductive. This behavior is typical of most op amps. and is due primarily to
the stray capacitances of the input transistors and to the frequency limitations of
the output transistors. Moreover. if the inputs of a practical op amp are tied to­
gether and the impedance to ground is measured. the result is the common-mode
input impedance Ze. In the op amp model of Fig. 6.10. Ze has been split equally
between the two inputs in order to yield (2ze ) II (2ze ) = Ze when they are tied
together.

Data sheets usually specify only the resistive portion of these impedances,
namely, ,d, 'e, and,o. For BIT-input op amps,'d and ',. are typically in the megaohm
and gigaohm range, respectively. Since'e» 'd,the specification of ',. is often omit­
ted, and only,d is given. For PET-input devices, , d and,e are of the same order of
magnitude aod in the range of 100 GO or higher.

A few manufacturers specify the reactive portions of Zd and Ze. namely, the
differential input capacitance Cd, and the common-mode input capacitance C e .

For example, the AD705 op amp (Analog Devices) has typically Zd = 'd II Cd =
(40 MO) 1\ (2 pF) and Ze ='e II Ce = (300 GO) 1\ (2 pF). In general, it is safe to
assume values on the order of few picofarads for both Cd and C e . Though irrelevant
at low frequencies, these capacitances may cause significant degradation at high
frequencies. For instance. at de the AD705 op amp has Ze = ,e = 300 GO; however,
at I kHz, where Zc, = 1/(j211 X loJ x 2 x 10-12) ~ - j80 MO. it has Ze =
(300 GO) 1\ (- j80 MO) ~ - j80 MO. a drastically reduced magnitude.

Let us now investigate how open-loop gain rolloff affects impedar..:es. As we
know, a closed-loop impedance Z can often be expressed in terms of its open-loop
counterpart Z as I

33R"

'd'

22R
"

""
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FIGURE 6.'
Frequency plots for !be circuit of Fig. 6.8.

FIGURE '.\1
Modeling the input and oUlput impedances
of a practical op amp. l
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The impedance of the output-shunt topology of Fig. 6.14a is, by Eq. (1.61), Zo;;:
'0/0 + all), where II;;: RI/(RI + R2). Proceeding in the usual manner, we get

Z '" R I + jl/lb
0- 0 1+ jfllB (6.22)

where Ro = '0/(1 + aoll). Clearly, loIs) has a zero at s = -2rrlb' and a pole
at s = -2rrIB. Referring to its plot of Fig. 6.14b we observe that the benefits of
negative feedback are realized only at low frequencies, where T is fairly large.

R

(a)

Iz,l (dec)

R R tzL------i
- ,
1+0" t

f (dec)
f. /,

(b)
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FIGURE 6.\6
Z, for the input-shunt topology.

The impedance of the input-shunt topology of Fig. 6.100 is, by Eq. (1.67),
Z; ;;: R/O + a). This now become.~

Iz"1 (dec)

r"tzL-------;
-'-"- :
I+aop I

f (dec)
f. f.

Z '" R. I + jf/lb
,- 'I+jf/lt

(6.23)

This inductive impedance can be modeled as in Fig. 6.15. At high frequencies,
where Leq acts as an open, we impose Rp = 'a' At low frequencies, where Leq
acts as a short, we impose Rp II Rs ;;: Rs ='0/0 +aoll)· Finally, at IB we impose
IZL",(jIBli = '0' or Leq = 'o/2rrIB. Note that Eq. (6.22) ignores the inductive
behavior of Zo0 One can obtain a more realistic picture via computer simulation,
provided the macromodel being used duly reflects the actual behavior of Zo with
frequency.

(0)

FIGURE 6.14

Z" for the output-shunt topology.

(b)
where Rj ;;: R/O + ao). Its plot is shown in Fig. 6.16b. The inductive equivalent
of Fig. 6.15 has now Rp ;;: R, Rs ;;: R/( I + ao), and Leq = R/2rrft. It is apparent
that the virtual-ground concept holds reasonably well only as long as IT I» I. As
frequency is increased, its impedance deteriorates, thus leading to an increase of the
inverting-input voltage Vo with frequency.

Given the tendency of shunt topologies to be inductive, terminating them on
capacitive loads may cause instability. The capacitance of the load tends to form
a resonant circuit with the equivalent inductance presented by the shunt topology,
and this may cause undesirable peaking and ringing, unless the termination is prop­
erly damped. Examples of capacitive termination are the stray capacitance of the
inverting-input pin and the load capacitance when the op amp drives a long cable.
These issues will be studied in Chapter 8.

EXAMnE 6.6. (a) Estimate A(jf), Z,(jf), and Zo(jf) for the high-sensitivity I-V
converter ofFig. 2.2 if it is implemented with R = 100 kfl, R, = 2 kfl, R2 = 18 kfl, and
a 741 op amp. (b) Compare with PSpice using the IlA741 subcircuit of the EVAL.L1B
file.

Zidlllni

-106 V/A
A(j/) =1+ jJ/lo-'

Solution. Since 'd» Rand ',,« Rz, we can \Uite P = R,/(R, + R2) = 0.1 V/V.
Then, Ao=-(I + R2I R, lR = -I VillA, aofl = 20 x 10" f. = Pf, = 100 kHz,
Ri = [R+(R,II R2ll!(I +allfll =5fl,andR" =,,,/(1 +aofl) = 3.75mfl. Based on
the above approximations. we estimate

I
FIGURE 6.15

Equivalent circuit of a shunt­
topology impedance.

.;XAMPI-E 6.5. Repeat Example 6.4, but fOrlhe output impedance Zo.

Solution. The frequency breakpoints are f. =f,/ao = 10 Hz and f. =Pf, = 100 kHz.
The element values are Rp = tOO fl, R.• = 100/(1 + 10") = 10 mfl, and L", =
IOO/2Jr IQ' = 159 IlH.

Z ( 'f) =5 I + jfl5 fl
,J I+j//IO'

. ~ 1+ j//5
Z,,(jf) = 3.75 1 + jJ/lo-' mfl
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I
The results of the simulation, shown in Fig. 6.18, are in reasonable agreement with
our predictions. The minor discrepancies are due 10 differences between the simplified
model used in our calculations and the Boyle model used by PSpice.

6.4
TRANSIENT RESPONSE
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With reference to Fig. 6.17, we write the following circuit tile using the same test
source at bolh the input and the output:

High-sensitivity I-V converter;

·Using library 8ubckt uA1tl to find A, Zl, and Zo:

.lib .val.lib

vee 10 0 de lSV

VEl 11 0 de -15V

Ii 6 1 ae lOOnA

·Circuit to find A and Zl:

R 1 2 lOOk

Rl 2 0 2k

R2 2 3 18k
XOAl 0 1 10 11 3 uA7U

·Circuit to find ZO:

RO • 5 lOOk

Rl0 5 0 2k

R20 5 6 18k
X0A2 0 • 10 11 6 uA7U

.ae dec 101Hz 10••gRI:

.probe IA-va(]) IIi, Zi-vaU) IIi, Zo-va(6) IIi
•end

(6.24)

(6,25a)

I
A(jf) = 1+ ji/ft

As we know. the small-signal bandwidth of the voltage follower is II, so its frequency
response can be written as

, I
r = - (6.25b)

2JrI,
The time IR it takes for vo to swing from 10% to 90% of Vm is called the rise rime,
and it provides an indication of how rapid the exponential swing is. We easily find

indicating a pole at s = - 2Jrft. Subjecting the voltage follower of Fig. 6, 19a to an
input voltage step of sufficiently small amplitude VIII will result in the well-known
exponential response

The Rise Time tR

So far we have investigated the effect ol'the open-loop dominant pole in the frequency
domain. We now turn to the time domain by examining the transient response,
that is, the response to an input step as a function of time. This response, like its
frequency-domain counterpart, varies with the amount of feedback applied. In the
data sheets it is usually specitied for unity feedback. that is, for the voltage follower
configuration; however. the results can readily be generalized to other feedback
factors,

-15 V

t'IGlJRE 6,17

PSpice circuil of Example 6.6.

-ij V

CloMd-loop ,.In. In VIA

: lf1tul fIIIpedInd Z,.

lOJi

In-'.

l.o..l. ..-..-_._ .."..----,.--.-_..----. .--r-.----------------,.·_·-· ...1
I. OHz 100Hz 10lOI1: I. cntz lGlltz

D YlI(5l/(l00nA) • VIIUJ/UOOnA) a _(tUllOON')
F__

(u)

Volt!'>

",

(b)

t'IGURE 6.18

Frequency plots for Ihe 1-V converter of Fig. 6.17.
t'IGURE 6.19

Voltage follower and its small-signal step response.



additional parasitic capacitances into play, which result in asymmetric SR values as
well as other second-order effects such as discontinuities at the onset of the step. t
This is shown in Fig. 5A.7 for the 741 op amp. Unless stated to the contrary, we
shall assume symmetric SR values for simplicity.

We stress that SR is a nonlinear large-signal parameter, while 'Ris a linear
small-signal parameter. The critical output-step magnitude corresponding to the
onset of slew-rate limiting is such that Vom(cril)/r = SR. Using Eq. (6.25b), Ihis

gives
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IR = r(lnO.9 -lnO.Il. or

0.35
IR = - (6.26)

It
This provides a link between the frequency-domain parameter II and the time­
domain parameter 'R; clearly. the higher I,. the lower 'R.

The 741 op amp hasr = 1/(2Jf x 100 ) ~ 159nsandlR ~ 350ns.AcJoserlook
at its small-signal-step response of Fig. 5A.6 indicates a small amount of ringing.
This is due to higher-order complex pole pairs, which we have neglected in Our
dominant-pole approximation. SR

Vom(crit) = 2JfI, (6.27)
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EXAMPLE 6.7. With an input-stage bias current I. of 19.6 itA and a compensation
capacitance C, of 30 pF. a 741-lype op amp gives SR = 0.633 V/ itS. (a) If such an op
amp is configured as in Fig. 6.21. find its response vo(l) to an input step of -0.5 V.
(!» Verify with PSpice.

Solution.

(a) By inspection. Ao = -4 VIV and fJ = 0.2 V/V. So, T = 1/2JffJf, = 'I/(h x 0.2 x
10") = 796 ns and Vomleri" = SR x T = 0.504 V. Once the transient has died oul.
we have vo(oo) = AoV'm = -4(-0.5) = 2 V. Since this is greater than 0.504 V.
Vo (I) will be a slew-rate limited ramp until it reaches 2 - 0.504 = 1.496 V and be
an exponential transient thereafter.

Let v,(I) = -0.5u(1) V. where u(1) is the unit step function. As long as v(} <
1.496 V we have Vo(l) = SR x I =0.633 x 10"/ V. The instant at which Va reaches
1.496 V is I, = 1.496/(0.633 x 10") =2.36 Its. For I > I, we can write' volt) =
vo(ooH [vo(l,) - "(00)] expl-(I - I, )/T I = 2 - 9.81 x expl -1/(796 ns)1 V.

-For the 741C, Vom(crit) = 0.5 x 106/(2Jf x 106) = 80 mY. This means Ihat as
long as the input step is less than 80 mV, a 741C voltage follower respon~s with an
exponential transition governed by r = 159 ns. However, for a greater mput step,
the output slews at a constant rate of 0.5 V/ItS until it comes within 80 mV of the
final value, after which it performs the remainder of the transition in exponential
fashion. The above results can be generalized to circuits with fi < I by replacing It
with fif,.

(h)

Volts

(II)

II

Volts

The rate at which V() changes with time is highest at the beginning of the expo­
nentialtransition. Using Eq. (6.250), we find dvO/dll,=o = Vm/r, which is also
illustrated in Fig. 6.19b. If we increase Vm , the rate at which the output slews
will have to increase accordingly in order to complete the 10%-10-90% transi­
tion within the time 'R. In practice it,is observed that above a certain step am­
plitude the output slope saturates at a constant value called the slew rale (SR). The
outpUI waveform, rather Ihan an exponential curve, is now a ramp. Figure 6.200
shows the slew-rate limited response to a pulse. As we shall see in greater detail
shortly, slew-rate limiting is a nonlinear effecl thaI stems from the limited ability
by the internal circuitry to charge or discharge the frequency-compensation capa­
citance Ce .

The SR is expressed in volts per microsecond. The data sheets give SR =
0.5 V/ ILS for the 741 C op amp version and SR = 0.7 V/ itS for the 741 Eversion.
This means that to complete a 10-V output swing, a 741 C voltage follower takes
approximately (10 V)/(0.5 V/ its) = 20ILS.

When an op amp is operated in the inverting mode, the slew rate during a positive­
going swing is usually the same as thaI during a negative-going swing. However.
when operation is in the noninverting mode, the common-mode input swing brings

FIGUR.: 6.20

Effect of slew-rate limiting for (a) a pulse input. and (b) a sine wave input.
FIGURE 6.21

Circuit of Example 6.7.
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FIGURE 6,11

Step response of the circuit of Fig, 6.21.

(b) The input circuit file is the following.

Large-8ignal Itep r••pon•• :

vI 1 0 pull. (0 -0.5 lUI 10nl 10nl ius 12uI)

R1133k

R3 2 3 in
~IDput Itage: 101 • lA-tanh (vDI (4,*VT) l:

gal 4 0 valua. \19.6B-6*(axp(19.3*v(O,2))-11/(up(19.3*v(O.3)hl))1

Raq 4 0 1.95_

·Second Itagl: .2 • -56' VIV
ea2 3 0 4 0 -5U

Cc t 3 JOpP'

. trIo 10nl 6u.

.probe ,VI-V(l). va_v(J}, yR-v(:U
•eDel

The results of the simulation are shown in Fig. 6.22. which will be discussed further in
the subsection on slew-rate limiting's causes and cures.

Full-Power Bandwidth

we want to ensure an undistorted output with Vom > VolII(nil), then we must keep
I ~ SR/21f Vom . For instance. for an undistorted ac output with Vom == I V. a 741 C
follower must be operated below 0.5 x 106 /21f I == !lO kHz, which is way below

It == I MHz.
The lull-power bandwidlh (FPB) is Ihe maximum frequency at which the op

amp will yield an undistorted ac outpul with the largest possible amplitude. This
amplitude depends on the particular op amp as well as its power supplies. Assuming
symmetric output saturation values of ± Vsal , we can write

SR
FPB=--

21f \lsal

Thus. a 741 C with V,al = 13 V has FPB = 0.5 x 106 /21f 13 == 6. I kHz. Exceeding
this frequency will yield a distorted as well as reduced output. When applying
an amplifier we must make sure that neither its slew-rate limit SR nor its -3-dB
frequency IBis exceeded.

EXAMPLE 6.8. A 741C op amp with ±15-V supplies is configured as a noninvening
amplifier with a gain of 10 V/V. (a) If the ac input amplitude is Vim = 0.5 V, what is the
maximum frequency before the outpul distorts? (b) If I = 10 kHz, what is the maximum
value of Vim before the output distorts'! (e) If Vim = 40 mV, whal is the useful frequency
range of operation? (d) If I = 2 kHz. what is lhe useful input amplitude range'!

Solution.

(a) Yom = AVim = 10 x 0.5 = 5 V; Io"" = SR/21f V".. = 0.5 x 1l>"/21f5 ~ 16 kHz.
(b) Vomt...... ) = SR/21fI = 0.5 x 106 /21f 10" = 7.% V; Vi.,t",,,, = V"mtn"u,/ A =

7.%/10 =0.7% V.
(c) To avoid slew-rate limiting, keep I ~ 0.5 x Il>"/(21f x 10 x 40 x 10") ~ 200 kHz.

Note, however, that I. = Io/Ao = 10"/10 = 100 kHz. The useful range is thus
I ~ 100 kHz, and is dictated by small-signal consideralions, rather lhan slew-rate
limiting.

(d) Vomtm",,) = 0.5 x 10"/(21f x 2 x Ilt') = 39.8 V. Since lhis is grealer lhan V~..
Or 13 V, the limiling faclor is in th\s case output saluralion. Thus, lhe useful inpul
amplitude range is Vim ~ V",,/A= 13/10= 1.3Y.

The Settling Time IS
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indicating a tradeoff between frequency and amplitude. If we want to operate at high
frequencies. then we must keep Vom suitably small to avoid slew-rate distortion.
In particular. if we want to exploit the full small-signal bandwidth I, of a 741C
voltage follower, then we must keep Vom ~ SR/21fI, ;: 80 mY. Conversely, if

The effect of slew-rate limiting is to distort the output signal whenever an allempt is
made to exceed the SR capal'lilities of the op amp. This is illustrated in Fig. 6.20b for
a sinusoidal signal. In the absence of slew-rate limiting. the output would be vo ==
Vom sin 211fl. Its rate of change is dvo/dl == 21fIVom cos 21fft. whose maximum is
21fIVom . To prevent distortion we must require (dvo/dl)max ~ SR. or

I Vom ~ SR/21f (6.28)

The rise time IN and slew rate SR give an indicalion of how rapidly the output
changes. respectively, under small-signal and large-signal conditions. The parameter
of greatest concern in many applications is the se/lling lime IS. defined as the time it
takes forthe response to a large input step to settle and remain within a specified error­
band. usually symmetric about its final value. Settling times are typically specified
to accuracies of 0.1% and 0.01 % of a 10-V input step. As an example, the AD843
op amp (Analog Devices) has typically IS == 135 ns 100.01 % of a 10-V step.

. As shown in Fig. 6.23a. IS is comprised of an initial propagation delay due to
higher-order poles, followed by an SR-limited transition to the vicinity of the final
value, followed by a period to recover from the overload condilon associated with the
SR, and finally settle toward the final equilibrium value. The setlling time depends
on both linear and nonlinear factors. and is generally a complex phenomenon.3.4 A
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the painstaking process of amplifier design can easily be defeated.5 This includes
keeping component leads extremely short, using metal-film resistors, orienting com­
ponents so as to minimize stray capacitances and connection inductances, properly
bypassing the power supplies, and providing separate ground returns for the input,
the load, and the feedback network. Fast settling times are particularly desirable in
high-speed, high-accuracy D-A converters, sample-and-hold amplifiers, and multi­
plexed amplifiers.

Slew-Rate Limiting: Causes and Cures
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(a)

FIGURE 6.13

Settling time 's, and circuit to measure Is. (D, and D, are HP2835
Schottky diodes.)

2 kll

(b)

2kll

It is instructive to investigate the causes of slew-rate"limiting since even a qualitative
understanding can beller help the user in the op amp selection process. Referring to
the block diagram t of Fig. 6.24, we observe that as long as the input stepilmplitude
Vm is sufficiently small, the input stage will respond in proportion and yield iOt =
gml Vm· By the capacitance law, dvoldl = iOI/Ce = gmt VmlCe, thus confirming
that the output rate of change is also propotional to Vm. However, if we overdrive
the input stage, iOi will saturate at ±fA, as depicted in Fig. 5.2b. The capacitor Ce
will become current-starved, and (dvoldt)ma. = fAI Ce. This is precisely the slew
rate,

SR = fA (6.30)
Ce

Using the 741 op amp working values of Section 5.1, namely, fA = I9.6j1.A and
Ce = 30 pF, we estimate SR =0.653 VI j1.S, in reasonable agreement with the data
sheets.

It is important to realize that during slew-rate limiting vN may depart from
vp significantly because of the drastic drop in the open-loop gain brought about by
input-stage saturation. During limiting the circuit is insensitive to any high-frequency

>-_-ovo

FIGURE 6.24
Op amp model to investigate slew-rate limiting.

fast 'R or a high SR does not necessarily guarantee a fast IS. For instance, an op amp
may seUle quickly within 0.1 %, but may take considerably longer to seUle within
0.01 % due 10 excessively long ringing.

Figure 6.23b shows a popular test circuit5 for the measurement of 'S. The de­
vice under test (OUT) is configured as a unity-gain inverting amplifier, while the
equal-valued resistors R3 and R4 synthesize what is commonly referred to as afalse
ground. Since VFG = ~(VI +vo), with vo = -VI we expect VFG = OV.lnpractice,
because of the transient due to the op amp, VFG will momentarily deviate from zero
and we can observe this deviation to measure 's. For an error band of ±O.O I% of a
10-V step, VFG will have to sellle within ±0.5 mV of its final value. The purpose of
the SchOllky diodes is to prevent overloading the oscilloscope's input amplifier. To
avoid loading by the probe's stray capacitance, VFG can be buffered by means of a
JFET source-follower. Consullthe data sheets for the recommended test circuit to
measure IS.

In order to fully realize the sellling-time capabilities of the op amp, one must
pay proper allention to component selection, layout, and grounding; otherwise,

r lJIIl,..--------------------------

'"
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As we know, the integrator of Fig. 6.25a yields
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(b)

OL_i..-_L-'-:>'.-"':>'~_!(dec)

c

(a)

R

l+jf!Io
fJ jf!10

As shown in Fig. 6.25b, 11 I fJl has the low-frequency and high-frequency asymptotes
II/PoI = I/UlIo) and I1/fJool = I VlV = 0 dB, and it intercepts the lal curve at

1= Iolao and at I = ft.
The frequency region ofnearly ideal behavior is 101au « I « I, ~ wh~re IT I» I.

Below Io/au. C acts as an open circuit compared to R, so the cIrcuIt amphfies
with the full open-loop gain there. giving H = -ao· Above I,. ITI drops below
unity to give H ~ Hideal x T there, indicating a frequency rolloff of -40 dB/dec.
It is apparent that for a single-pole op amp. H (s) has -ao as dc gain and two real
poles at s = -2rriolao and s = -2rrI" so we write

-ao
H(jj) ~ [I + mUo/aum l + jflfrl (6.33)

Compared to Eq. (6.32). the actual response is of the second order because of the
presence oftwo reactive elements. namely. the external capacitance C and the internal
compensation capacitance Ce•

According to Eq. (6.32), the integrator should provide a phase shift of 90°. In
practice. because of the two breakpoinlf, the shift will depan from 90° at both Ihe

6.5
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FIGURE '.15
The inverting integrator and its transfer function IH I.

I
HideaIUj) = - jf!10 (6.32)

where 10 = I12rr RC is the unity-gain frequency. To investigate the effect of the
open-loop gain rolloff, we calculate the feedback factor fJ = RI (R + IIJ 2rr j C).

Expanding, we get

SR = 2rr IAI,
gmt

This expression points to three different ways of increasing the SR, namely, (0) by
increasing I" (b) by reducing gm I, or (l') by increasing IA.

Ingeneral, an op amp with a high I, tends to exhibit also a high SR. By Eq. (6.8),
I, can be increased by reduring Ce . This is especially useful in the C36e, of uncom­
pensated op amps, for then the user can specify a compensation network that will
also maximize the SR. A popular example is offered by the 301 and 748 op amps,
wbich, when used in high-gain configurations, can be compensated with a smaller
Ce value to achieve a higher It as well as a higher SR. Even in low-gain applications,
other frequency-compensation schemes than the dominant pole are possible, which
may improve the SR significantly. Popular examples are the so-called input-lag and
Ieediorward compensation methods, to be addressed in Chapter 8. For instance, with
dominant-pole compensation, the 301 op amp offers dynamic characteristics similar
to those of the 741; however, with feedforward compensation, it achieves II = 10
MHz anI! SR = 10 V l/ls.

The second method of increasing the SR is by reducing the input-stage transcon­
ductance gm I. For BJT input stages, gm 1 can be reduced via emiller degeneration,
which is obtained by including suitable resistances in series with the eminers in
the differential input pair to deliberately reduce, or degenerate, transconductance.
The LM318 op amp (National Semiconductor) utilizes this technique to achieve
SR =70 VI /lS with I, =15 MHz. Alternatively, gml can be reduced by implement­
ing the differential input pair with FETs, whose transconductance is notoriously
lower than that of BJTs for similar biasing conditions. For instance, the TL080 op
amp (Texas Instruments), which is similar to the 741 except for the replacement of
the input BJT pair with a JFET pair, offers SR = 13 VI /ls at I, = 3 MHz. We are
now able to appreciate two good reasons for having a JFET input stage: one is to
achieve very low input bias and offset currents, and the other is to enhance the slew
rate.•

The third method of increasing the SR is by increasing I A. This is especially
imponant in the case of P'1lgrammable op amps, so called because their internal
operating currents can be programmed by the user via an external current/sET. This
current is usually set by connecting a suitable external resistor, as specified in the
data sheets. The internal currents, including the quiescent supply current I Q and
the input-stage bias current lA, are related to ISET in current-mirror fashion, and
are thus programmable over a wide range of values. By Eqs. (6.9) and (6.30), both
I, and SR are proponionalto lA., which in tum is proponionalto ISET, indicating
that the op amp dynamics are also programmable. For inslance, varying ISET from
0.1 /lA to 100 /lA for the HA-2725 programmable op amp (Harris) varies SR from
0.06 VI /lS to 6 VI /lS and I, from 5 kHz to 10 MHz, providing the user with the
ability to tailor the dynamics to a wide variety of situations.

components at the input. In particular, the vinual-ground condition of the invening
configuration does not hold during limiting. This is confirmed by the shape of vN in
Fig. 6.22.

We can gain additional insight by relating large-signal and small-signal
behaviorL6 In Eq. (6.8) it was found that It =gmI/2rrC(.. Solving for Ce and
substituting into Eq. (6.30) gives
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Passive Compensation oflntegrators

We can reduce €~ by inlroducing a suitable amount of phase lead to counteract the
phase lag due to the pole frequency f,. This process is called phase-error compen­
sation.

low and high ends of the frequency spectrum. We shall see soon that the latter is a
source of concern in integrator-based filters such as dual-integrator loops. At high
frequencies Eq. (6.33) simplifies to

I I
HUf) = - jJlfo x 1+ jflf, (6.34)

indicating Ihatthe error funclion is the usual low-pass function II( 1+ jJlf,). As we
know from Eq. (6. I2b), the corresponding phase error is €~ = - tan-I (flf,). We
are particularly interested in €~ in the vicinity of fo. Since a well-designed integrator
has fo « f" we can approximate, for f « It,

(
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€~ ;;: - flf, (6.35)

compensation is difficult 10 maintain because It is sensitive 10 temperature and
power-supply variations.

Active Compensation of Integrators

Thedrawbacks ofpassivecompensation are ingeniously avoided with activecompen­
sation,? so called because it exploits the matching and tracking properties of dual op
amps to compensate for the frequency limitations ofone device using the very same
limitations of the other. Although this technique is general and will be readdressed
in Section 8.6, we are presently focusing on the compensation of integrators.

Applying the superposition principle to the ciretJit of Fig. 6.270, we can write

_ ( I ~. jflfo A V) A = I .
Va - -01 1+ jflfo I + 1+ jf/fo 2 " 2 1+ jf/f'2

wherefo = 1/21rRC.TofindH = Vol V;, we eliminale A2,Substituteal ;;: ftllif,
and let f'2 = f,l = f, to reflect matching. This gives HUf) = Hidea) x II (1 +II n,
where the error function is now
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(6.39)

(6.38)

1+ jflO.5f, 1+ jflf,
1- jf/f, - (f/0.5ft)2 = 1- 3(flft)2

indicating a much smaller error than in Eq. (6.35).
In Fig. 6.27b, OAt contains the inverting op amp OA2 in its feedback path, so its

input polarities have been interchanged to keep feedback negative. One can prove
(see Problem 6.46) thaI

I
I + liT =

I 1+ jf/f, 1 - j(flf,)3

I + liT = 1+ jflf, - (ffft)2 = 1- (ffft)2 - (flft)4

The last step reveals an interesting property: the rationalization process leads to the
mutual cancellalion of the first- and second-order terms in f If, in the numerator,
leaving only the third-order term. We thus approximate, for f« ft,

€~ ;;: -(fIft)3
(6.36)

(6.37)

>-....-0 v"

c

v"

Rc = 1/21rCIt

Cc = I 121r RIt

will make H(jf) = Hidealo provided the componenls are scaled such Ihat the open­
loop output impedance z" is negligible compared to Rc .

Because of manufacturing process variations, the value of f, is not known
precisely, so Cc or R,· must be trimmed for each individual op amp. Even so,

c,

The scheme of Fig. 6.26b achieves a similar result, but using a feedback series
resistance Rc and decreasing the input resistance from R to R - Rc . This method
offers better trimming capabililies than capacitive compensation. II can be shown
(see Problem 6.45) that letting

The integratorof Fig. 6.26a is compensa\ed by means ofan input parallel capacitance
C" Ifwe specify its value so thaliZc, (jJtll = R, or 1/21rf,Cc = R, then the phase
lead due to the high-pass action by Cc will compensate for the phase lag due 10

the low-pass term II (I + jJIf, ), thus expanding the frequency range of negligible
phase error. This technique, also referred to as zero-pole cancellation, requires that

(1I) (h) (ol (h)

FIlOURIl6.16
Passive compensation of the integrator: (a) capacitive, and (b) resistive.

F1GURIl6.17
Active compensation of the integrator: (a).~ = -(fjf,)'. and (b).~ = +f j f,.
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where we have ignored higher-order terms in IIft. We now have

f~ ~ + flJt (6.40)

Though not as small as in Eq. (6.39), this phase error has the advantage of being
positive, a feature we shall exploit shortly.

Q-Enhancement Compensation

It has been found that the effect of nonideal op amps on dual-integrator-loop filters
such as the state-variable and biquad varieties is to raise the actual value of Qabove
the design value predicted under ideal op amp assumptions. This effect, aptly referred
to as Qenhancement, has been analyzed8 for the case of the biquad configuration in
terms of the phase errors introduced by the two integrators and the third amplifier.
The result is

Q
~ Q

actual = 1- 4Qfolft (6.41)

where /0 is the i~tegrator unity-gain frequency, it is the up amp transition frequency,
and QIS the quality factor in the ideal op amp limit ft ..... 00. As pictured in Fig. 6.28
for a design value of Q =25 and op amps with ft = I MHz, Qactual increases with
fo until it becomes infinite for fo ~ fr/4Q = lob1100 = 10 kHz. At this point !be
circuit ~omes oscillatory.

Besides Qenhancement, the finite GBP of the op amps causes also a shift in the
characteristic frequency fo of the filter,9

6.fo ~f(; = -(folft) (6.42a)

For small Qdeviations. Eq. (6.41) gives

6.Q ~Q = 4Qfolft (6.42b)

Together, these equations indicate the GBP that is needed to contain 6.folfo and
6. QI Q within specified limits.

55
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FIGURE 6.11

Q enhancement.

EX AM PI. E 6.9. Specify suitable components in the biquad filter of Fig. 3.3610 achieve
fo = 10 kHz, Q = 25, and HOBP = 0 dB, under the constraint that the deviations of fo
and Q from their design values because of finite GBPs be within 1%.

Solution, Use Rt =R2 =Rs=R6 =1O kn, R,=R.=250 kn, C,=C,=5/n nF.
To meet the fo and Q specifications, we need, respectively, f, '= fo/U'fo/ f,,) =
10' /0.01 = I MHz, and f, '= 4 x 25 x 10'/0.01 = 100 MHz. The Q specification is
the most demanding, so we need GBP '= 100 MHz.

The onerous GBP requirements imposed by the Q specification can be relaxed
dramatically if we use phase-error compensation to eliminate the Q-enhancement
effect. Figure 6.29a shows a passively compensated realization of the filter of
Example 6.9, but using I-MHz op amps. To compensate for the phase errors of
the integrators as well as the inverting amplifier, whose pole freqoency f B is half

(b)

FIGURE 6.29

BiqUad filter with (a) passive and (b) active compensation.
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FIGURE '.38
Frequency plots for the circuit of Example 6.10.

(b) To obtain 10 = 10 kHz. we reduce either all capacitances or all resistances by the
amount 10/1. = 10"/10" =0.01, or 1%. Forinstance, changing both capacitances
from 1.5915 nF to 1.5756 nF in the circuit of Fig. 6.29b gives a response hardly
distinguishable from the ideal one. as shown in Fig. 6.30 (bottom).

or' -- --- ,--.--- .. _.

-'1
..01

,r--· .. ----.. ---- .

'I
•
1°i

Before concluding, we wish to point out that the results derived above for the ac­
.r.ecompensation schemes are based on a single-pole open-loop response. Practical
op amps exhibit additional higher-order roots whose effect is to increase the amount
of phase lag at I. sometimes well above that associated with a single pole. Additional
lag is introduced also by inverting-input parasitics. a subject that will be addressed in
Section 8.2. Consequently, a pmctical filter circuit may exhibit localized oscillations.
thus requiring additional compensation measures in order to function properly.

I

the pole frequency I, of each integrator we use . I .
as large as that predicted by Eq (6 36)' C a smg e capacItance. but four times

. . . ...• or e = 2/(rr Rft) ~ 64 F
FIgure 6.29behmmates the Q enhan ffi' p .

scheme of Fig. 6.27b. In this cas~ the ~emente eet uSI~g the.active compensation

to change the error of the right~ost i~ea~:t~~~;o~the m~ertmg a~~lifier is used
cancel out the negative error of the left g t . neg.at~ve .to ~sltlVe. and thus
rewirings can accompliSh so much! mos mtegrator. It IS mtngumg thaI just a few

Whether actively or passively co d h .
shiftofEq (6 4~') '" I···· . mpens.ate, t e filterSlJlJ exhibits Ihe frequency. ..:.<,. ne e Immate It by altenng th d' I
values coincide with desired values a technique

e
;S1gn

d
va uesso~tomakeactual

. , re,erre to as pred,stonion.

The. results of the simulation: shown in Fig. 6.30 (top) reveal an intolerable
enhancement. To proVide pas.~lve compensation, we simply add the statement Q

Cc 2 7 6CpP

w()••~ereasdlo provide active compensation, we change the node connections for C
"'2. an R I• a", ' 2.

EXAI\lPI.E 6.10. (a) Verify the circuits of Fi 629 .h' .
componem values so Ihal Io = 10 kHz. g.. WIt PSplce. (b) Pred,sIOft the

Solution.

(a) Let~odes he numhered sequemially from left to right, and let Do = I V V and
I. - I.Hz. The followmg corcuit file Uses the LAPLACE facility of PS / p.
altemallve method for simUlating alj!>. pIce as an

Biquad filter witb fO·. 10 tHa. Q • 25. BOBP • 0 dB:
Vi 1 0 _eo IV

a3 1 2 2S0k
U 2 3 250k
Cl 2 3 1.59150'

OOAl 3 0 Laplaca IV(O,2)/-1116/(1.0/6.28311
a2 3 , 10k
C2 « 5 1.59150'

OOA2 S 0 LaPlaca IV(O,'II-1116/(1.0/6.283)1
as 5 6 10k
a6 6 7 10k

aOA3 7 0 Laplaca IV(O,6li-1116/11.0/6.28311
al 7 2 10k
••c Un 100 9.1kHz 11kRa

. probe 18 • V(3)/V(t)

• end
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C2 .. 7 1. 59150'

eOA2 5 0 Laplace IVU,O)I-I1B6/<t+l/6.:l83)1
R1 5 :l 10k

6.6
EFFECT OF FINITE GBP ON FILTERS

ev~rY>thing el~e ren:-ai.ning the same. The plot shows that compensation, whether
aCllve or pasSIve. ehlllmates Qenhancement. However by Eq (6420) '11 h
a f d h" • .. • we sl! ave

requency owns 1ft compared to the ideal response The ,'deal re h he
bl' dh' . '. sponse as en

o alOe y ehangmg the value of each Laplace Source from 116 to 119.

To as.soss the effect of finite OBPs on filter performance we must take into account
the open-loop gain a(j/l when deriving transfer functions . .It is fair to say that
because of the additional reactive element provided by the internal compensation
capacitance Ce • the order of the transfer function will generally be increased by the
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(6.46)

(6.45)

EXAMPLE 6.11. Using 10-nF capacitances, specify suitable components in the circuit
of Fig. 6.32 for HOB. = 0 dB, 10 = 10 kHz, Q= 10, and a BW deviation from its design
value due to finite GBP of I%or less.

Solution. UsingEqs. (3.72) and (3.73). we get R, = 15.92 kO, R, =79.98 O.and R, =
31.83 kO. SinceBW = lo/Q, Eq. (6.46) gives t>BW/BW ;;; -2Qlo/I,.Consequently.
GBP 2: 2 x 10 x 10'/0.01 =20 MHz.

Mo ~ t.Q ~ fi f- = -- = -Q o/Jl
10 Q

Evidently the product Q x 10 provides an indication of how demanding the filter
specifications are in terms of the GBP.

The analysis of second-order fillers is more contrived than that of first-order circuits.
In a single-op-amp configuration the actual transfer function H (s) will have three
poles; in a three-op-amp structure such as the SV and biquad filters, H (s) will have
five poles. In general, the effect of finite GBPs is to create new poles as well as
rearrange the existing ones. thus altering the frequency response. In some cases the
poles may spill into the right half of the s plane and lead to instability; the biquad
filter of Section 6.5 is an example.

To gain a qualitative feel. we investigate the multiple-feedback filter of Fig. 6.32
for the equal-C case. To find H (s), we first obtain an expression for Vn in terms of
Vi and Vo by applying KCL at nodes 2 and 4. Then. we let Vo = -a(s)Vn and solve
for the ratio Vol Vi. The result is

H()
U (slwo)IQ

s = "OBP
s2 I s I (s2 2Q2 + IS)-+--+1+- -+----+1w5 Qwo a w5 Q wo

where HOBP. WO, and Q are as in Eq. (3.71). lt is apparent that once we substitute
a;;: w,ls = 2rriris. we end up with a third-order function. whereas for a = 00 the
order is only two.

FIGURE 6.n
PSpice circuit of a multiple-feedback band-pass
filler.

c

We are primarily interested in the deviations of the resonance frequency and
the - 3-dB bandwidth from their design values. It has been shown9 that as long as
Qf0 « fr, we have

Second·Order Filters

I

(6.43)

(b)

dB

IHol
o ~~'£'--'---'-~:,"<-..... f (dec)

v.

<al

FIGURE 6.Jt
High-pass filler wilh gain. ..

First-order fillers can be solved analytically, as already exemplified by the integrators
of the previous section. We present an additional example in the high-pass filler
of Fig. 6.3Ia. Ideally, this filter has the cutoff frequency 10 =1/2rr RIC and the
high-frequency gain Ho = - R21 RI. To investigate the effect of GBP, we first find
I/fJ = I + R2/(RI + I/i2rrlC), or

I I + if/I, I p
P= 1+ if/Ip Ip = 2rrRIC I, = 1+ R21 Rt

This function has the high-frequency asymptote II fJoo = 1+ R21 Rio so itinlcR:qJts
the lal curve at

First-Order Fillers

EXAMPLE 6.11. In lhe circuit ofFig. 6.310 letC = 5/" nF. R, = tOkO, R2 = 30kO,
and GBP = I MHz. Find the frequency range over which the departure of IHI from
IH_I is less /ban 1%. How does the finite GBP affect the culOff frequency?

Solution. We have I, = 10"/(1 +30/10) = 250 kHz. Imposing ItJl +<1/1,)2;::
0.99 yields I ~ 36.6 kHz. Ideally, 1-3dB = 10 = 10 kHz. To find the actual value.
impose [I + <I_3dB/lo)2][1 + (/_)dB/I,l2) = 2<1_3dB/lo)2. This gives 1-3dB =
10.016 kHz, so t>1-3dB/I-3dB = 0.16%.

Additional first-order filler examples are covered in the end-of-chapterproblems.

number of op amps present. The amount of algebra involved is still manageable in
the case of first-order filters, but becomes prohibitive as the order and complexity of
the filter are increased.

The actual transferfunction H = Hideal x II (I + II T) is thus

H(jf)=_(R2) if/Io x I (6.44)
RI 1+ if/Io I + if/Ix

As also shown graphically in Fig. 6.31 b, the finite GBP has changed the filler from
a first-order high-pass to a second-order wideband band-pass. As usual, the region
of nearly ideal high-pass behavior is I «Ix. where ITI» I.
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An alternative to using high-GBP op amps is to predistort the filter parameters
so as to make the actual values coincide with those given in the specifications. In this
respect, PSpice simulation provides an invaluable tool in determining the amount of
predistortion required for a given value of f,.

EXAMPLE 6.13. Design a filter meeting the specifications of Example 6.12 with a
I-MHz op amp.

Solution. With it = I MHz we get Qlo/I, = 0.1, so by Eq. (6.46) we expect a
decrease in 10 and an increase in Q on the order of 10%. For more accurate estimates
we use PSpice with the follOWing input file.

D' band-pa•• ftlter with fO • 10 kB. aD4 0 • 10 I

Vi 1 0 eo Iv
Rl 1 2 lS.9n

R2 2 0 79.98

R3 6 3 31.83k

Cl 2 3 10DP

C2 2 .. lOnP

*Op DIp with OSP • 1 l1li:11

OOA 3 0 Laplace IV(O,6))-1116/11+.16.283l)
.80 liD 1000 5kHs 201tB•
. probe ,8. V(3)/V(l)

••ad

°T····.·--·-----------·-----·------·---------·--------._-----------;
: :· ,: :
: :· ,: !, ,, ,

-2.oi :
: !
: :· ,, ,, ,
: :· ,· ,: :

-4.01. " . ._. __. or __ • _" __ • •• _. ._______ _ .J
'.OkHz 1.0kHz UJldlz

• dB(V(5JIYU))

'-
~ -..... _.. -_. ------_.. -_ .. -_ .. _. --- --. -.----------. ------ --. --- ---1
: :

0 : :, ,
: :
!"'0'" prt'dhtortlon i
: :
: :
: !

! i
-
201 f

-25 ~- -- - - - - _. _.. _. -_ - -- _. -.. - - -- - _. - --- --- -~.~. -~
5 l:*Hr 1011Hz 2C*tII

• • • dBCV(5J/VU)) '-FIGURE 6.33

Frequency plots for the band-pass filter of Example 6.13.

With reference 10 Fig. 6.33 (top), we use the cursor facility of the Prohe postprocessor
to measure 10 =9.12 kHz, HOBP = 0.983 VIV, It = 8.71 kHz, and fH =9.56 kHz.
So, Q = lo/(IH - It) = 10.8.

To achieve lhe desired parameter values, we redesign the circuit for 10 = 10/9.12 =
10.9 kHz, Q = 10/10.8 = 9.29, and HOBP = 1/0.983 = 1.02 V/V. Using again
Eqs. (3.72) and (3.73), we find that the following changes need to he made.

R1 1 2 n.n
R2 2 0 78.6

R363 27.0k

The responses hefore and after predistortion are compared in Fig. 6.33 (bottom). Also
shown for reference is the ideal response, obtainedJ>Y changing the value of the OOA

source from 116 to 119 in the original file.

The interested reader is referred to the Iiterature9 for detailed studies of the
effect of finite GBP on filters. Within the scope of this book, we limit ourself to
finding the actual response via computer simulation, using the more realistic SPICE
macromodels provided by the manufacturers, and then applying predistortion in the
manner of Examples 6.10 and 6.13. As rule of thumb, one should select an op amp
with a GBP at least an order of magnitude higher than the filter product Qfo in order
to reduce the effect of GBP variations due to environmental and manufacturing
process variations.

6.7
CURRENT·FEEDBACK AMPLIFIERSIO

The op amps considered so far are also referred to as voltage1eedback amplifiers
(VFAs) because they respond to voltages. As we know, their dynamics are lim­
ited by the gain-bandwidth product and the slew rate. By contrast, current1eedback
amplifiers (CFAs) exploit a circuit topology that emphasizes current-mode oper­
ation, which is inherently much faster than voltage-mode operation because it is
!III prone to the effect of stray node-capacitances. Fabricated using high-speed
CDIIlpIementary bipolar processes, CFAs can be orders of magnitude faster than
VFAs.

As shown in the simplified diagram of Fig. 6.3j, a CFA consists of three stages:
(a) a unity-gain input buffer, (b) a pair of current mirrors, and (c) an output buffer.
The input buffer is based on the push-pull pair QI and Q2, whose purpose is to
provide very low impedance at its output node vN, which also acts as the in­
verting input of the CFA. In the presence of an external network, Ihe push-pull
pair can easily source or sink a substantial current iN, though we shall see that
in steady state iN approaches zero. Q I and Q2 are driven by the emilter follow­
ers Q3 and Q4, whose purpose is to raise the impedance and lower the bias cur­
rent at the noninverting input vp. The followers also provide suitable pn-junction
voltage drops to bias Q I and Q2 in the forward-active region and thus reduce
crossover distortion. By design, the input buffer forces vN to track vp. This is
similar to ordinary VFAs, except that the lalter force vN to track vp via negative
feedback.
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L-~O-----<O----""'----~>--~>--~>-O V.
L Input __.j.-__ Cunen' __.j.-,__OU,pu. J ',10 I
..-- buffer minors buffer ---, ~l i : ,.,

FtGURE 6.35
Block diagram of a CFA configured as a noninverting amplifier.

where zo =Req is the dc value of z(jf). The gain z(jf) is approximately constant
from dc to fb; thereafter it rolls off with frequency at the rate of -10 dec/dec,
Typically, Req is on the order of Ilf '1 (which makes Zo on the order of I VI IJ.A),
Ceq on the order of 10-12 F, and fb on the order of loS Hz.

FIGURE 6,34
Simplified circuil diagram of a currenl-feedback amplifier,

Any current drawn at node vN by the external network causes an imbalance
between !he currents of the push-pull pair,

(6.47)

The current mirrors QS-Q6 and Q1-Q8 replicate il and i2 and sum them at a
common node called the gain node. The vollage of this node is buffered to the
outside by another unity-gain buffer made up of Q9 through Q 12. Ignoring the input
bias current of this buffer, we can write, by Ohm's law, I

EXAMPLE 6.14. The CLC401 CFA (ComJinear) has Zo 8; 0.11 V/ IlA and fb 8;

350 kHz. (a) Find Ceq. (b) Find iN for Vo = 5 V (de).

Solution.

(a) Req 8; 710kO, so Ceq = 1/(21r Reqf.) 8; O.64pF.
(b) iN =vo/Req 8;7.04IJ.A. I

Vo = z(jf)I. (6.48)

where z(jf), the net equivalent impedance of the gain node toward ground, is called
the open-loop transimpedtmce gain. This transfer characteristic is similar to that of
a VFA: except that the error signal iN is a current rather than a voltage, and the gain
z(jf) is in volts per ampere rather than volts per volt. For this reason CFAs are also
called transimpedance ampltjiers.

The relevant CFA features are summarized in the block diagram of Fig. 6.35,
where z has been decomposed into the tran.sresistance component Req and trans­
capacitance component Ceq. Letting z(jf) = Req II (I/j2nfCeq) and expanding,
we get

Closed-Loop Gain

Figure 6.300 shows a simplified CFA model, along with a negative-feedback net­
work. Whenever an external signal Vi tries to unbalance the CFA inputs, the input
buffer begins sourcing (or sinking) an imbalance current I•. By Eq. (6.48), this
~urrent causes Vo to swing in the positive (or negative) direction until the original
IIllhalance is neutralized via the negative-feedback loop, thus confirming the role of
I. as error signal.

Applying the superposition principle, we can write

(6.51)z(jf) = I +~~/fb
I

(6.49)

(6.50)

Vi Vo1.=-----
Rill R2 R2

~Iearly, the feedback signal VolR2 is a current, and the feedback factor fJ = IIR2
ts now in amperes per volt. Substituting into Eq. (6.48) and collecting gives the
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(6.57)

(6.56)

(6.55)

L.-........--~'----f (dec)L-_........'--_......,----_~ f (dec)

lllf,

III1-----.....

1001-----...

The response is an exponential transient regardless of the input step.magnitude,
and the time constant governing it is set by R2 regardless of Ao. For instance, a
CLC401 op amp with R2 = 1.5 kfl has r = 1.5 x 103 x 0.64 x 10- 12 ~ I ns. The
rise time is 'R = 2.2r ~ 2.2 ns, and the setlling time within 0.1 % of the final value
is 's ~ 7r ~ 7 ns, in reasonable agreement with the data-sheet values 'R = 2.5 ns
and IS = 10 ns.

IAI (V/V)

GOP = f,

A(jf) = Ao x 1+ jfli/

R2 I
Ao = I + - I, = ".---------c-

RI 2Jf R2Ceq

where Ao and I, are, respectively, the dosed-loop de gain and band....idlh. Wilh R2
in the kiloohm range and Ceq in the picofarad rang~ I, is typically in the range of
108 Hz. We observe that for a given CFA, Ihe closed-loop bandwidth depends on
only R2. We can thus use R2 to set 1/, and Ihen adjust RI to set Ao. Tile ability
to control gain independently of bandwidth constitutes Ihe firsl major advantage of
CFAs over conventional op amps. Bandwidth constancy is illustrated in Fig. 6.37a.

Next, we investigate the transient response. Applying a step v I = VimU(I) to the
circuit of Fig. 6.300 will, by Eq. (6.51), result in the current iN = Vim/(RI II R2)­
vol R2· With reference to Fig. 6.35, we can also write iN = volReq +Ceqdvoldl.
Eliminating iN, we get, for R2« Req ,

dvo
R2Ceq-- + 1'0 = AOVim

dl

whose solution is 1'0 = AoV;mll - exp(I/r)]u(t),

To invesligate the dynamics of the CFA of Fig. 6.35, we substitute Eq. (6.49) into
Eq. (6.53), and then into Eq. (6.52). This gives, for zol R2 » I,

I

CFA Dynamics

(6.52)

(6.53)

(6.54a)

(6.54b)

(b)

I" --+ 0

l-----'- ---'---~_ ftdec)

I p --+ 0

(a)

FI(;UR.: 6.36

Noninverting CFA amplifier. and graphical melhod 10 visualize the loop gain ITI.

closed-loop gain

VIA (dec)

,
A('I_V"_(I R2) I

J ) - Vi - + RI 1+ I/T(jf)

T( '[) = z(jf)
1. R2

where T(jf) is called the loop gain. This name stems from the fact that a current
flowing around Ihe loop is first multiplied by z(jf) to be converted to a voltage, and
then divided by R2 to be converted back to a current, thus experiencing an overall
gain of T(jf) = z(jf)1 R2. In the decade plot of Izl and II IPI of Fig. 6.36b we can
visualize the decade value of IT I as the decade ditTerence between the two curves.
For instance, if at a given frequency Izi = loS VIA and IIIPI = 103 VIA, then
ITI = 105- 3 = 102

In their effort to maximize T(jf) and thus reduce the gain error, manufacturers
strive 10 maximize z(jf) relative to R2. Consequently, the inverting-input current
I" = V"lz will be very small. even though this is the low-impedance output node
of a butTer. In the limit z --+ 00 we obtain In --+ 0, indicating that a CFA will
ideally provide whatever oulpul is needed 10 drive I" 10 zero. Thus, the inpul vollage
cmutra;nt

and the inpul eurrelll con,flrainl"

('HAPTER 6
Dynamic Op Amp

Limitations

296

.·IGURF. 6.37
Closed-loop bandwidth as a function of gain for (0) an ideal CFA and (bl a practical
CFA.

hold also for CFAs. though for different reasons than for VFAs. Equation
(6.54a) holds hy design in a CFA, and by negative-feedback action in a VFA;
Eq. (6.54b) holds hy negative-feedback action in a CFA, and by design in a VFA.
We can apply these constraints to the analysis of CFA circuits, very much like in the
analysis of conventional VFAs. 11

(al (hi

~. "
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Since R2 controls the closed-loop dynamics, data sheets usually recommend an
optimum value. typically in the range of 103 Q. For voltage follower operation RI
is removed. but R2 must he left in place to set the dynamics of the device.

Second-Order Effects
I

Moreover, I. ~ 2.2/2111•. For A" = I, 10, ami 100 VIV we get, respectively, R, = 00.

166.7 O. and 15.150; 1.=96.8 MHz. 7S.0 MHz, and 23.1 MHz; 1.=2.2/(211 x
96.8 xiG') = 3.6 ns, 4.7 ns. and IS.2 ns. The bandwidlb reduclions, depicled in
Fig. 6.37b, slill compare favorably with those of a VFA, wbose bandwidth would be
reduced, respectively, by I, 10, and 100.
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The values of R I and R2 can be predistorted to compensate for bandwidth reduc­
tion. We first find R2 for a given IB at a given All, then we find RI for the given All.

PSplce Models

~XAMPL~ 6.16. (a) Redesign the amplifier of Example 6.IS sOlhal wilh A" = H) VI
V it has I. = 100 MHz ratherthan 7S MHz. (b) Assuming z" = 0.7S V/IlA, find lhe
dc gain error.

Solution.

(a) For I. = 100 MHz we need R, +r,O +R,j R,) = I.S VirnA, or R, = IS(K)­
SOx 10= I kO.Then.R, = R,/(Ao-I) = 10 ' /00-1) = III O.

(b) T,,=!Jz,,=0/ISOO)0.7SxI0'=SUO.ThedcgainerroriSl:; -100/1" = -0.2%.

Applying CFAs

Though we have focused on the noninverting amplifier. we can configure a CFA for
other familiar topologies. lt ,12 For instance, if we lift RI off ground in Fig. 6.36<1,
and apply Vj via R, with the noninverting input at ground, we obtain the familiar
inverting amplifier. Its de gain is Ao =- R2/ R I, and its bandwidth is given by
Eq. (6.59). Likewise, we can configure CFAs as summing or difference amplifiers.
1-Vconverters. and so forth. Except for its much faster dynamics. a CFA works much
like a VFA, but with one notorious exception that will be explained in Chapter 8: it
must never include a direct capacitance between its output and inverting-input pins,
since this tends to make the circuit oscillatory. In fact, stable amplifier operation
requires thatl/fJ ~ (I/fJ)min, where (I/fJ)min is also given in the data sheets.

Compared to VFAs, CFAs generally;suffer from poorer input-offset-voltage and
input-bias-current characteristics. Moreover. they afford lower dc loop gains, usually
on the order of loJ or less. Finally, having much wider bandwidths. they tend to be
noisier. CFAs are suited to moderately accurate but very high-speed applications.

CFA manufacturers provide macromodels to facilitate the application of their prod­
ucts. Alternatively. the user can create simplified models for a quick test of such
characteristics as noise and stability. Figure 6.39 shows one such model.

(b)

L-.-~ -L..-L..~~ f (dec)

R2+ r" (I + R2/R I) 1---;'--'--_-"\<-__

R,

..(0)

FIGUR~ 6.38
Effect of lhe output impedance r, of the input buffer.

According to the above analysis. once R2 has heen set, the dynamics appear to he
unaffected by the closed-loop gain selling. However, the bandwidth and rise time of
a practical CFA do vary with Ao somewhat, though not as drastically as in VFAs. The
main reason is the nonzero output resistance r. of the input buffer, whose effect is to
reduce the loop gain somewhat, degrading the closed-loop dynamics in proportion.
Using the more realistic CFA model of Fig. 6,38a we get. by the superposition
principle, I. = Vi/!r. + (RI II R2») - {Wo• where the feedback factor fJ is found
using the current-divider formula and Ohm's law.

Rt I
fJ =-- x (6.58)

R, + r. R2 + (r.1I RJl R2 + r.(I + R2/ RI)

Clearly, the effect of r. is to shift the II/fJl curve upward. from R2to R2 +r.(I +
R2/ R,). As pictured in Fig. 6,38b.this causes a decrease in the crossover frequency,
which we shall now denote as lB. This frequency is obtained by lelling I, --> IB
and R2 --> R2 + r.(I + R2/ RI) in Eq. (6.56). The result can be put in the form

IB = I, (6.59)
1+ r./(R, II R2)

where now It is the extrapolated value of IB in the limit r. --> O.

VIA (dec)

FIGURE '.3'
Simple PSpice model for a one-pole CFA.

EXAMPL~ us. A certain CFA has /.=100 MHz for 1/!J=1.5 VirnA. If R,=
1.5 kO and r, = 500, find R,• I., and I. for Ao= I V/V, 10 VIV, and 100 VIV.
Commenl on your results.

Solution. By Eqs. (6.56) and (6.59), we can write, for the present circui~

R, = R,j(Ao - 1)

t. = 10"/(1 + Ao/30)

Vs (0 V)

Vpo-orl
'. 2 :. VN

+ .
I 'NVp
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FIGURE 6.41

Frequency plols and step response for Ihe CFA circuil of Exam­
ple6.17.

FIGURE 6.48

PSpice circuil of Example 6.16.

EXAMPI.E 6.17. Use PSpice 10 verify lhe case Ao = 10 V/V in Example 6.16.

Solution. With reference 10 Fig. 6.40. we write the following file.
BouIDv.rting erA bIp with 1.0 • 10 V/V and fS • 100 l1li:11

.One-pole CrA: .0 • 0.75 V/pA, fb • 200 kHz

.Iubckt CPA vP vii YO

.In 1 0 vP 0 1 , input buffer

rn 1 :iI: 50 ,buff~r·. output rednance

vB 2 vii de 0 ,O-V .ource to ••n•• 1M

tCPA 0 3 vS 1 ,ceca

Req 3 0 750k ;de gain

ceq ] 0 I. onp' I fB-200tR.
aout va 0 3 0 1 ,output buffer

.end_ erA
·Circuit to plot A and VOCt)

vI 1 0 8C tv put.e«G tV 0 O.lnl O.lnl 10nl 2001)

Rl 0 2 111.1

R2 2 ] it
XCPAI 1 2 3 erA

·Circuit to plot 1/bet.

R2t 1 22 it
RU 22 0 111.1

rat 0 22 SO

·Circuit to plot 1::

VISO<!COV

XCPA2 1 5 6 erA

RL , 0 2k ,avoids floating DOd••

•&e dec 10 100kHz IGBs

o tru O. Sal 100.1

.probe U_V(6)/I(VI), l/beta.V(1)!I(rnf)

,A.V!31 /v(l). VOlt I_vI])

•end

The results of the simulation are shown in Fig. 6.41.

High-Speed Voltage-Feedback Amplifiers

The availability of high-speed complementary bipolar processes and \be emergence
of applications requiring increased speeds have led to the development of faster

voltage-feedback amplifiers (VFAs),13 alongside the current-feedback amplifiers
(CFAs) just discussed. Though the borderline between standard and high-speed
VFAs keeps changing, at the time of wriling we can take a high-speed VFA as one
having l4 GBP > 50 MHz and SR > 100 V/lJ.s. 1\vo of the most popular high-speed
VFA architectures in current use are illustrated in Figs. 6.42 and 6.43.

The VFA of Fig. 6.42 is similar to the CFA of Fig. 6.34, except for the addition
of a unity-gain buffer (QI3 through Q16) to raise the input impedance at node VN.

, .
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Vp

FIGURE 6.41
Simplified circuit diagram of a CFA-derived VFA.

and the fact that the dynamics-controlling resistor R is now driven by the two input
buffers. Since the current available to charge/discharge the gain-node capacitance
Ceq is proportional to the magnitude of the input voltage difference as (v p - VN)/ R,
this VFA retains the slewing characteristics of a CFA. However, in all other respects
this architecture exhibits the characteristics of a VFA, namely, high input impedance
at both nodes vp and vN, a decreasing closed-loop bandwidth with increasing closed­
loop gain, and better dc characteristics than CFAs as the dc errors of the two matched
input buffers tend to cancel each other out. This architecture can be used in all
traditional VFA configurations, including inverting integrators. An example of a
VFA using this architecture is the LTl363 70-MHz, 1000-VIILs op amp (Linear
Technology).

FIGURE '.43
Simplified circuit diagram of a folded cascode bipolar VFA.

The trend toward high speed as well as low-power-supply voltages has inspired
the folded cascode architecture, which finds wide use both in complementary bipo­
lar processes and CMOS processes. In the bipolar illustration 15 of Fig. 6.43, any
imbalance between vp and vN will cause an imbalance in the collector currents of
the common-emitter npn pair Q I and Q2, and this current imbalance is in tum fed
to the emitters of the common-base pnp pair QJ and Q4 (hence the term folded
cascode). The laller pair is actively loaded by the current mirror Q5 and Q6 to pro­
vide high voltage gain at the gain node, whence the signal is buffered to the outside
via a suitable unity-gain stage. Product examples utilizing this architecture are the
EL2044C low-powerllow-voltage 120-MHz unity-gain stable op amp (Elantec), and
the THS440J high-speed VFA (Texas Instruments) otTering a unity-gain bandwidth
of 300 MHz, SR = 400 VIILS, and IS = 30 ns to 0.1 %.

PROBLEMS

6.1 Open-loop response

6.1 (a) Because of manufacturing process variations, the second-stage gain of a certain
741 op amp version is -a, = -544 VIV ±20%. How does this affect all. fb, and f,?
(b) Repeat, but for C,- =30 pF ± 10%.

6.2 The open-loop response of a conslant-GBP op amp is measured in the lab. If
<l:'a(j80 Hz) = -58" and la(jl Hzll = 100 VlmV, find all, fb, and ft.

6.3 Given that a conSlant-GBP op amp has la(j 100 Hz)1 = I VlmV and la(j I MHzll =
10 VIV, find (a) the frequency at which <l:a = -60", and (b) the frequency at which
lal = 2 V/V. Hint: Start out with the linearized magnitude plot.

6.% CIosed.1oop res_
,

6.4 Show that the circuit of Example 6.2 yields A(jf) = HOI.p X HLP. What are the values
of HrLP, fo, and Q1

6.5 (a) Show that cascading n identical noninverting amplifiers with individu~ de gains
Ao yields a composite amplifier with the overall bandwidth fs = U,I All) 2'/' - I.
(b) Develop a similar expression for the case of n inverting amplifiers with individual
dc gains - Ao.

6.6 (a) Repeat Example 6.2, but for a c••cade of three 741 noninverting amplifiers with
individual dc gains of 10 VIV. (b) Compare the - 3-dB bandwidths of the one-op-amp,
two-op-amp. and three-op-amp designs, and comment.

~a) Consider the cascade connection of a noninverting amplifier with All = 2 VIV,
and an inverting amplifier with Ao = -2 V/V. If both amplifiers use op amps with
GBP =5 MHz, find the -3-11B frequency of the composite amplifier. (b) Find the 1%
magnitude error and the 5" phase-error bandwidths.

6.8 (a) Find the closed-loop GBP of the inverting amplifier of Fig. PI.54 if R, =
R, = ... = R. = R, rd» R, ro «R, and f, = 4 MHz. (b) Repeat if the source

303

Problems



304

CUAPTER 6

Dynamic Op Amp
Limitations

v, is applied al Ihe noninverting inpul and the left lerminal of R, is connected 10

ground. (c) Repeal part (h). but wilh Ihe left lerminal of R, left noating. Comment.

6.9 (0) Using a 741 np amp. design a Iwo-input summing amplifier such that va =
- 10(v, +v,): hence. find its -3-dB frequency. (h) Repeat, bul for five inputs, or Vo =
- lO(v, + ... + v,). Compare wilh lhe amplifier of part (0) and comment.

6.10 Assuming 741 op amps. find the -3-dB frequency of the circuits of (0) Fig. PI.17,
(h) Fig. Pl.I9. (I) Fig. PI.21. and (d) Fig. P1.65.

6.11 Find the - 3-dB frequency of Ihe Iriple-op-amp IA of Fig. 2.21. given Ihat all op amps
have GBP = 8 MHz. Calculate wilh Ihe wiper all the way down and all the way up.

6.12 In the dual-np-amp IA of Fig. 2.23 let RJ = R, = I krl, R, = R, = 9 krl, and
/" = f" = I MHz. Find the -3-dB frequency with which the IA processes V" and
that with which it processes VI.

6.13 Sketch and labellhe frequency plot of the CMRRdO oflhe IA of Problem 6.12. Excepl
for Ihe finite f,. the op amps are ideal and the resistance ratios are perfectly matched.

6.14 A triple-op-amp instrumentation amplifier wilh A = 10 V/V is to be designed using
Ihree constant-GBP. JFET-input op amps of the same family. Lelling A = A, X An,
how would you choose AI and An in order to minimize the worst-case output de error
Eo? Maximize the overall -3-dB bandwidth?

6.15 Three signals v,. v,. and VJ are to be summed using the topology of Fig. P1.31. and
two alternatives are being considered: Vo = VI + V2 + v] and Vo = -(VI +V2 + V3).

Which option is mosl desirable from the viewpoint of minimizing Ihe unlrimmed dc
output error Eo? Maximizing the -3-dB frequency?

6,16 A unity-gain buffer is needed and the following oplions are being considered, each
offering advantages and disadvanlages in the event thallhe circuit must subsequently
need to be allered: (0) a vollage follower. (h) a noninverting amplifier wilh Ao =
2 V/V followed by a 2: I vollage divider. and (I) a cascade of Iwo unity-gain inverting
amplifiers. Assuming conslanl-GBP op amps. compare the advanlages and disadvan­
tages of the three allematives.

6.17 Assuming the op amp of Fig. PI.60 has a constant GBP of 3 MHz. find the closed-loop
paramelers An and fB. Except for the GBP, the op amp is ideal.

6,18 Find the closed-loop GBP of Ihe inverting amplifier of Fig. 1.320. given that R, =
10krl, R, = 20krl. R, = 120krl, R, = 30krl, RI. = 00. and f, = 27 MHz. Except
for its finite f" the op amp can be considered ideal.

6.19 Find the closed-loop gain and bandwidlh oflhe high-sensitivity 1-V converterof Fig. 2.2
if R = 2ookrl. R, = R, = lookrl. and the inpul source has a 2oo-krl parallel resistance
toward ground. The op amp is ideal, except for a conslanl GBP such Ihat at 1.8 kHz the
open-loop gain is 80 dB.

6.20 The circuit of Fig. PI.21 is implemented with Ihree 10-krl resistances and an op amp
with 0" = 50 V/mV. 1B = 50 nA. 10s = 10 nA. Vas = 0.75 mY. CMRR.o = loodB.

and f, = I MHz. Assuming v I = 5 V. find Ihe maximum de output error os well os Ihe
small-signal bandwidlh with both Ihe swilch open and the switch closed.

6.3 Input a"" outputlm......_

6.21 If the noating-Ioad V-I converter of Fig. 2.40 is implemented with an op amp having
00 = 10' V/V. f. = 10 Hz.,,» 'd» R, ro « R. and R = 10 krl, sketch and label
Ihe magnilude Bode plol of the impedance Zo(j/) seen by Ihe load: hence, find the
element values of its equivalent circuit.

6.22 Find Ihe impedance Zo(jf) seen by tbe load in the V-I converter of Fig. n.5 if lhe
op amp hos 00=10' V/V. f,=1 MHz. 'd=OO, '0=0, R,=R,=18 krl, and
R,=2krl. ..

6.23 If the Howland currenl pump of Fig. 2.6<1 is implemenled wilh four IO-krl resistances
and an op amp having 00 = 10' VI V, f, = I MHz, 'd = 00, and'0 = O. skelth and label
Ihe magnitude plot of the impedance Zo seen by the load. Justify using physical insight.

6.24 The negalive.resistance converter of Fig. 1.2Ob is implemented with Ihree IO-krl resis­
tances and an op amp with GBP = I MHz. Find ils inpul impedance Z... How does il
change osf is swept from 0 to oo?

6.25 The grounded-load current amplifier of Fig. 2.12 is implemented with R, = R, =
10 krl and an op amp having f, = 10 MHz, 'd = 00. and'0 = O. If !he amplifier is
driven by a source with a parallel resistance of 30 krl and drives a load of 2 krl, sketch
and label the magnitude plots of the gain, the impedance seen by the source, and the
impedance seen by the load.

6.26 A constant-GBP JFET-input op amp with 00 = II}' V/V, f, = 4 MHz. and r. = 100 rl
is configured os an inverting amplifier with R, = 10 krl and R, = 20 kl'l. What is the
frequency at which resonance with a O.I-IlF load capacitance will occur? What is the
value of Q?

6.27 In the circuit of Fig. 1.320 let R, = R, = RJ = 30krl, R, = R, = 00, and let the
op amp have 00 = 300 V1mV and f. = to Hz. Assuming,d = 00 and'0 = O. sketch
and label the magnitude plot of Ihe impedance Z(j/) between node v, and ground; use
log-log scales.

6.21 In the circuit of Fig. 1.13h let both the to-krl and 30-krl resistance.' be changed to
I krl, and let the 20-krl resistance be changed 10 18 krl. Assuming,d = 00, r 0 = 0,
and f, = I MHz, sketch and label the magnitud"4'lot of the impedance Z(j/) seen by
the input source; use log-log scales.

6.29 Let the inverting integrator of Fig. 6.250 be implemented with a 741 op amp, and with
R = 158 krl and C = I nF. Sketch and labelthe magnitude plot of its output impedance
Zo(j/): use log-log scales. Hint: First plOI T.

6.4 Transient response

6.30 Investigate the response ofthe high-sensitivity 1-V converter of Example 2.2 to an inpul
step of 10 nA. Except for f, = I MHz and SR = 5 V/IlS,Ihe op amp is ideal.

. .
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6.31 Investigate the response of a Howland current pump to an input step of I V. The circuit
is implemented with four Io-kn resistances and a 741C op amp, and it drives a 2-kn
load.

6.31 (a) Using a 741C op amp powered from ± IS-V regulated supplies, design a circuit that
gives Vo = -(VI + 5 V) with the maximum small-signal bandwidth possible. (b) What

/~s this bandwidth? What is the FPB?

\' 6.33 An inverting amplifier with Ao = -2 VIV is driven with a square wave of peak values
\ J. Vim and frequency f. With Vim = 2.5 V. it is observed that the output turns from
'··-~'trapezoidalto triangular whenf is raised to 250 kHz; with f = 100 kHz. it is found

that slew-rate limiting ceases when Vim is lowered to 0.4 V. If the input is changed to a
3.5-V (nns) ac signal. what is the useful bandwidth of the circuit? Is it small-signal or
large-signal limited'! -

6.34 Find the response of the cascaded amplifier of Example 6.2 to a l-mV input step.

6.35 A cascaded amplifier consists of an op amp OA I. operating as a noninverting amplifier
with Ao = +20 VI V, followed by an op amp OA" operating as an inverting amplifier
with Ao = -10 VIV. Sketch the circuit; then find the minimum values of f,,, SR" f,2,
and SR2 needed to ensure an overall bandwidth of 100kHz with a full-power output
signal of 5 V (nns).

6.36 In the dual-op-amp IA ofFig. 2.23 let R) = R I = I kn, R. = R2= 9 kn, and f" = f'2 =
I MHz. Find the small-signal step response if (a) V, = 0 and the step is applied at V2,
(b) V2 =0 and the step is applied at V" and (c) the step is applied at VI and V, tied
together.

6.37 Using the LA53 dual JFET-input op amp, whose ratings are Vost ...., = 10 mY, GBP =
4 MHz, and SR = 13 V/ lIS, design a cascaded amplifier having an overall gain of
100 VIVas well as provision for overall offset-error nulling. (b) Find the small-signal
bandwidth as well as the FPB. (c) If the circuit is to operate with a 5O-mV (nns) ac
input, what is its useful frequency range of operation? Is it small-signal or large-signal
limited?

6.38 A TL071 JFET-input op amp is configured as an inverting amplifier with Ao = -10 VIV
and is driven by a I-V (peak-to-peak) ac signal. Assumingao = 200 VlmV, f, = 3 MHz,
and SR = 13 VIlIS, estimate the peak-to-peak amplitude of the inverting input voltage
VN for f = I Hz, 10 Hz, ... , 10 MHz. Comment.

6.39 In the high-sensitivity 1-V c'll'verter of Fig. 2.2 let R = 100kn, R, = IOkn, R, =
30kn, and let the op amp have f, = 4 MHz and SR = 15 VIlIS. Except for these
limitations, the op amp can he considered ideal.lfi, = 20sin(211,/t) IlA, what is the
useful bandwidth of the circuit? Is it small-signal or large-signal limited?

6.40 Equation (6.27) indicates that if we want to avoid slew-rate limiting in a voltage follower
implemented with an op amp baving SR = 0.5 VIlIS and f, = I MHz, we must limit
the input step magnitude helow about 80 mV. What is the maximum allowed input step
if the same op amp is configured as: (a) An inverting amplifier with a gain of -I VIV?
(b) A noninverting amplifier with a gain of +2 VIV? (c) An inverting amplifier with a
gain of -2 VIV?

6.41 Assuming equal resistors in the circuit of Fig. PI.54, lind the minimum values of SR
and f, required for a useful bandwidth of I MHz for a sinusoidal input with a peak
amplitude of I V.

6.41 The wideband band-pass filter of Example 3.5 is to be implemented wi'" a constant
GBP op amp. Find the minimum f, and SR for an undistorted tull-power output
with a magnitude error of less than 1% over the entire audio range (that is, 20 Hz 10

20kHz).

6.5 Ellect of IInite GBP on integrator c1rcuilS

6.43 (a) Using a 741 op amp with four equal resistances and a JO-nF capacitance, design a
Deboo integrator with fo = I kHz. (b) Sketch the linearized Bode plots of lal, 11/{ll,
and jHI. (c) Find an expression for H(jf).

6.44 (a) Assuming rJ = 00, r" = 0, and aUf) ;; f,/If. find HUf) for the compensated
integrator of Fig. 6.260. (b) Show that letting C, = C/U,/ fo - I) makes H ;; Hi..,,'.
(c) Specify suitable components for fo = 10 kHz, and verify with PSpice for f, =
I MHz.

6.45 (a) Assuming rJ = 00, ro=O, and aUf) :;;; f,/If, find HUf) for the compen­
sated integrator of Fig. 6.26b. (b) Show that letting R, = 1/211Cf, makes H = Hi..,,'.
(c) Specify suitable components for fo = 10 kHz if ro = 100 n, and verify with PSpice
for f, = I MHz.

6.46 (a) Find H Uf) for the circuit of Fig. 6.27b, rationalize it, and discard higher-order tenns
to show that E~ = + f! f, for f «. f,. (b) Verify with PSpice for the case fo = 10 kHz
and f, = I MHz.

6.47 (a) Find an expression for the phase error of the Deboo integrator of Problem 6.43.
(b) Find a suitable resistance R, that, when placed in series with the capacitance, will
provide phase-error compensation.

6.48 The active compensation scheme ofFig. P6.48 (see Electronics and Wireless World, May
1987) is a generalization of that of Fig. 6.27a, in that it allows for phase-error control.
Verify thallhe error function ofthis circuit is (I + If!IJ,f,,)/(I + If/f" - f' / IJ,f" f,,),
fJ, = RoI(R, + R,). What happens ifthe op amps are matched and R, = R,'! Would
you have any use for this circuit'!

R,

v"

FIGURE P'.41
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6.49 The active compensation method of Problem 6.48 can also be applied to the
Oeboo integrator. as shown in Fig. P6.49 (see Proceedings of the IEEE. Feb. 1979.
pp. 324-325). Show that for matched op amps and f« ft wehave.~;;: -(flO.5[.)3.

R,

>-..------4>-0 Vo

FIGURE P6.49

6.6 Effect oUnlte GBP on nlters

6.50 The inverting amplifier of Fig. 1.l0a is Implemented with R, = IOkfl. R, = lookfl.
and a 741 op amp. Sketch and label the magnitude Bode plot of its closed-loop gain if
the circuit contains also a Ioo-pF capacitance in parallel with R,.

6.51 Investigate the effect of finite GBP on the phase-shifter circuit of Fig. 3.120.

6.52 Investigate the effect of using op amps with GBP = I MHz in the inductance simulator
of Example 4.8.

6.53 Obtain an expression of the type of Eq. (6.45) for the low-pass KRC filter of Fig. 3.23.

6.54 Use the I'A741 macromodel of PSpice to assess the departure from ideality of the
band-pass response of the state-variable filter of Example 3.18. If needed. compensate
and predistort to improve accuracy.

6.55 Investigate the effect of using an op amp with GBP = I MHz in the notch filter of
Example 3.14.

6.56 The effect of finite GBP on the unity-gain KRC filter of Fig. 3.25 can be compensated
for by placing a suitable resistance R, in series with C and decreasing R to R - R,.
(a) Show that compensation is achieved for R,. = 1/2" Cf,. (b) Show the compensated
circuit of Example 3.10 if the op amp is a 741 type.

6.7 Current-feedback amplifiers

6.57 In this and the following problems, assume a CFA with ZII = 0.5 VII'A. C", =
1.59 pF, ro = 25 fl. Ip = I I'A, IN = 2 ItA. and (I I fl)m;" = I VirnA. Moreover.
assume lhe input butTer has an offset voltage Vos = I mY. (a) Using this CFA. design
an inverting amplifier with All = -2 VIV and the maximum possible bandwidth. What
is this bandwidth? The dc loop gain? (b) Repeat. but for All = -10 V/V and the same
bandwidth as in part (a). (c) Repeat (a), but for a difference amplifier wilh a dc gain of
I VIV.

6.58 (a) Using the CFA of Problem 6.57. design a voltage follower with the widesl possible
bandwidth. (b) Repeal. but for a unity-gain inverting amplifier. How do lhe closed-loop
GBPs compare? (c) Modify both circuits so that lhe closed-loop bandwidth is reduced
in half. (d) How do the maximum dc output errors compare in the various circuits?

6.59 (a) Using the CFA of Problem 6.57. provide two designs for an 1-V converter with a de
sensitivity of -10 VirnA. (b) How do lhe closed-loop bandwidths compare? How do
the maximum output errors compare?

6.60 The data sheets recommend the circuit of Fig. P6.60 10 adjust lhe closed-loop dynamics.
Assuming the CFA data of Problem 6.57. estimate the closed-loop bandwidth and rise
time as the wiper is varied from end to end. ..

FIGURE P6."

6.61 Using the eFA of Problem 6.57, design a secood-order lo-MHz low-pass filter with
Q=5.

6.62 (a) Sketch a block diagram of the type of Fig. 6.35. but for lhe CFA-derived VFA
of Fig. 6.42. Hence. denoting Ihe output resistance of each input buffer as ro , obtain
expressions for the open-loop gain a (jf) and the slew-rale SR. (b) A"uming z(jf) can
be modeled with a I-Mfl resistance in parallel with a 2-pF capacitance. and R = 500 fl
and ro = 25 fl, find all, f •. I" fl, To. All, and lB. if R, = R, = I kfl. (c) What is the
SR for the case of a I-V input step?
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NOISE

7.1 Noise Properties
7.2 Noise Dynamics
7.3 Sources of Noise
7.4 Op Amp Noise
7.5 Noise in Photodiode Amplifiers
7.6 Low-Noise Op Amps

Problems
References

Any unwanted disturbance that obscures or interferes with a signal of interest is
generally referred to as noise. 1,2 The offset error due to the input bias current and
input offset voltage is a familiar example of noise. dc noise in this case. However.
there are many other forms of noise. particularly ac noise. which can significanlly
degrade the performance of a circuit unless proper noise reduction measures are
laken. Depending on its origin, ac noise is classified as external, or interference,
noise, and internal, or inherent, noise.

Interference Noise

This type of noise is caused by unwanted interaction between the circuit and the
Outside, or even between different parIS of the circuit itself. This interaction can be
electric. magnetic, electromagnetic, or even electromechanical, such as microphonic
and piezoelectric noise. Electric and magnetic interaction takes place through the
parasitic capacitances and mutual inductances between adjacent circuits or adjacent
Parts of the same circuit. Electromagnetic interference stems from the fact that each
Wire and trace constitutes a potential antenna. External noise can inadvertently be
injected into a circuit also via the ground and power-supply busses.
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Interference noise can be periodic, intermillent, or completely random. Usually
it is reduced or forestalled by minimizing electrostatic and electromagnetic pickup
from line frequency and its harmonics, radio stations, mechanical switch arching,
reactive component voltage spikes, etc. These precautions may include filtering,
decoupling, guarding, electrostatic and electromagnetic shielding, physical reorien­
tation of components and leads, use of snubber networks, ground-loop elimination,
and use of low-noise power supplies. Though often misconceived as "black magic,"
interference noise can be explained and dealt with in a rational manner.3.4

Inherent Noise

Even if we manage to remove all interference noise, a circuit will still exhibit inherent
noise. This form of noise is random in nature and is due to random phenomena,
such as the thermal agitation of electrons in resistors and the random generation
and recombination of electron-hole pairs in semiconductors. Because of thermal
agitation, each vibrating electron inside a resistor constitutes a minuscule current.
These currenlS add up algebraically to originate a net current and, hence, a net
voltage that, though zero on average, is constantly fluctuating because of the random
distribution ofthe instantaneous magnitudes and directions of the individual currents.
These fluctuations occur even if the resistor is silting in a drawer. Thus, it is quite
appropriate to assume that each node voltage and each branch current in a circuit
are constantly fluctuating around their desired values.

SignaI-to-Noise Ratio

The presence of noise degrades the quality of a signal and poses the ultimate limit on
the size of signals that can be successfully detected, measured, and interpreted. The
quality ofa signal in the presence ofnoise is specified by means ofthe signal-to-noise
ratio (SNR)

X2
SNR = 10 log 10 -IXn

where Xs is the rms value of the signal, and Xn is that of its noise component. The
poorer the SNR, the more difficult it is to rescue the useful signal from noise. Even
though a signal buried in noise can be rescued by suitable signal processing, such as
signal averaging, it always pays to keep the SNR as high as other design constraints
allow.

The degree to which circuit designers should be concerned about noise ultimately
depends on the performance requirements of the application. With the tremendous
improvements in op amp input offset-error characteristics, as well A-D and D-A
converter resolution, noise is an increasingly important factor in the error budget
analysis of high-performance systems. Taking a 12-bit system as an example, we
note that with a IO-V full scale, ! LSB corresponds to 10/213 = 1.22 mV, which
by itself may pose problems in converter design. In the real world, the signal may
be produced by a transducer and require considerable amplification to achieve a

Io-V full scale. Taking 10 mV as a typical full-scale transducer output, ! LSB now
corresponds to 1.22 /LV. If the amplifier generates only 1 /LV of input-referred noise,
the LSB resolution would be invalidated!

To take full advantage of sophisticated devices and systems, the designer must be
able to understand noise mechanisms; perform noise calculations, simulations, and
measurements; and minimize noise as required. These are the topics to be addressed
in this chapter.

7.1
NOISE PROPERUES

Since noise is a random process, the instantaneous value of a noise. variable is
unpredictable. However, we can deal with noise on a statistical basis. This requires
introducing special terminology as well as special calculation and measurement.

Rms Value and Crest Factor

Using subscript n to denote noise quantities, we define the root-mean-square (nns)
value Xn of a noise voltage or current .In(t) as

Xn =Uf .l;(t)dt) 1/2 (7.2)

where T is a suitable averaging time interval. The square of the rms 'o(alue, or X;, is
called the mean square value. Physically, X; represents the average power dissipated
by .In(t) in a 1-0 resistor.

In voltage-comparator applications, such as A-D converters and precision mul­
tivibrators, accuracy and resolution are affected by the instantaneous rather than the
rms value of noise. In these situations, expected peak values of noise are of more
concern. Most noise has a Gaussian, or normal, distribution as shown in Fig. 7. I, so it
is possible to predict instantaneous values in terms of probabilities. The crest factor
(CF) is defined as the ratio of the peak value to the nns value of noise. Though all

ProbIbility of inslantaneous
value of x,.(I) eJ,ceedinl
value X

x
-t-------r---T--- .:

FIGURE 7.1
Voltage noise (right), and Gaussian distribution of amplitude.
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CF values are possible in principle, the likelihood of Xn (I) exceeding a given value X
decreases very rapidly with X, as indicated by the residual area under the distribution
curve. Suitable calculationsS reveal that for Gaussian noise the probability of CF
exceeding I is 32%, that of exceeding 2 is 4.6%, that of exceeding 3 is 0.27%, that
of exceeding 3.3 is 0.1 %, and that of exceeding 4 is 0.0063%. It is common practice
to take the peak-to-peak value of Gaussian noise to be 6.6 times the nns value. since
the instantaneous value is within this range 99.9% of the time, which is close to
100%.

Noise Observation and Messj!rement

Voltage noise can readily be observed with an oscilloscope of adequate sensitivity.
An advantage of this instrument is that it allows us to actually see the signal and Ihlla
make sure it is internal noise and not externally induced noise, such as 6O-Hz pickup.
One way of estimating the rms value is by observing the maximum peak-to-peak
fluctuation, and then dividing by 6.6. A less subjective alternative6 is to observe
noise with two equally calibrated channels, and adjust the offset of one channel until
the two noisy traces just merge; if we then remove both noise sources and measure
the difference between the two clean traces, the result is approximately twice lhe
rms value.

Noise can be measured with a multimeter. Ac meters fall into two categories:
lrue nns melers and averaging-lype melers. The former yield the correct rms value
regardless of the waveform, provided that the CF specifications of the instrument are
not exceeded. The latter are calibrated to give the rms value of a sine wave. They first
rectify the signal and compute its average, which for ac signals is 2/11 times the peak
value; then they synthesize the nns value, which for ac signals is I/../'i times the
peak value, by amplifying the average value by (II../'i)/(2111) = 1.1 \. For Gaussian
noise the rms value is ./1i7'l = 1.25 times the average value? so the noise reading
provided by an averaging-type meter must be multiplied by 1.25I 1.11 = 1.13, or,
equivalently, it must be increased by 2010g IO 1.13 ;;: I dB to obtain the correct
value.

Noise SUmmation

in noise analysis one often nl!lcds to find the rms value of noise voltages in series
or noise currents in parallel. Given two noise sources Xnl (I) and Xn2(r), the mean
square value of their sum is

2 I fT 2 2 2 2 fT
X n = TJo (Xnl(r) + x n2(r1l dl = Xnl + Xn2 + T Jo Xnl(r)Xn2(1) dl

If the two signals are uncorrelated, as is usually the case, the average of their product
vanishes, so the rms values add up in Pythagorean fashion,

Xn = JX;'I + X;'2 (7.3)

This indicates that if the sources are of uneven strengths, minimization efforts should

be directed primarily at the strongest one. For instance, two noise sources with nns
values of 10 J1 V and 5 J1V combine to give an overall rms value of J 102 + 52 =
11.2 J1 V, which is only 12% higher than that of the dominant source. It is readily
seen that reducing the dominant source by 13.4% has the same elfect as eliminating
the weaker source altogether!

As mentioned, the de error referred to the input is also a form of noise, so
when performing budget-error analysis we must add dc noise and rms ac noise
quadralically.

Noise Spectra

Since X~ represents the average power dissipated by x,,(1) in a 1-'1 resistor, the
physical meaning of mean square value is Ihe same as l'or ordinary ac signals.
However, unlike an ac signal, whose power is concentraled at just one frequency,
noise power is usually spread all over the frequency speclrum because of Ihe ran­
dom nature of noise. Thus, when referring to rms noise, we must always specify
the frequency band over which we are making our observations, measurements, or
calculations.

In general, noise power depends on both the width of the frequency band and the
b~nd's location .within the frequency spectrum. The rate of Change of noise power
With frequency IS called the noise power density, and is denoted as e;'(/) in the case
of voltage noise, and i~(/) in the case of current noise. We have

2 f dE~ "n2(f) = dl;en( ) = d1 df (7.4)

where E~ and I; are th~ mean square values of voltage noise and current noise.
Note that the units of en (/) and i~(/) are volts squared per hertz (V2IHz) and
amperes squared per hertz (A21Hz). Physically, noise power density represents the
average noise power over a I-Hz bandwidth as a function offrequency. When plotted
versus frequency, it provides a visual indication of how power is distributed over the
freq~enc~ s~ct~m. In int~grat~d circuits, the two most common forms of power
density dlstnbuuon are while nOise and IIf noise.

The quant!ties en(/) and in(/) are called the .p!'clral noise densilies, and
are expressed 10 volts per square root of hertz (V/v'Hzl and amperes per square
root ~~ hertz (A/:J"Zl. Some manufacturers specify noise in terms of noise power
denslues, others 10 terms of spectral noise densities. Conversion between the two is
accomplished by squaring or by extmcting the square root.

Multiplying ~t~ sides in Eq. (7.4) by df and integrating from !L to fH' the
lower ~nd upper hmlts of the frequency band of interest, allows us to lind the rms
values 10 terms of the power densities,

(
f f ) 1/2 ( J ) 1/2

En = h" e;'(/)df In = ii" i;'(f)df

Once ...
f agam It IS .stressed that the concept of rms cannot be separated from that of
~uencyband: 10 order to find the rms value we need to know the lower and upper

bmtts of the band as well as the density within the band.
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(7.9a)

(7.9b)

En = en", Vfee In(fHIIL) + fH - IL

In = in", Vfei In(fHlfL> + fH - IL

integrating, we get

FIGURE 7.1
'l}>picallC noise densities.

~
~

~w --------~--~-~-~--­
I
I
IL- -'--- ~ f (log)

I.e.

EXAMPLE 7.1. Estimate the nos input voltage noise of the 741 op II11p over the
following frequency bands: (a) 0.1 Hz to 100 Hz (instrumentation range), (h) 20 Hz to
20 kHz (audio range), and (e) 0.1 Hz to I MHz (wideband range).

Solution,

(a) Equation (7.9a) gives E.=20xlO-9 V200ln(l()2/0.1)+I()2-0.1_20x
10-9';1382 +98.9 = 0.110 /lV •

(h) E. = 20 x 10-9 ';1382 + 19,980 - 2.92 /lV
(e) E. = 20 x 10-9 ';3224 + 1(j6 = 20.0 /lV

We observe that IIf noise dominates at low frequencies, white noise dominates
81 high frequencies-and the wider the frequency band, the higher the noise. Con­
sequently, to minimize noise one should limit the bandwidth to the strict minimum
rll!qllired.

White Noise and IIJ Noise

White noise is characterized by a uniform spectral density, or en = en", and in = inw ,
where en", and in", are suitable constants. It is so called by analogy with white light,
which consists of all visible frequencies in equal amounts. When played through a
loudspeaker it produces a waterfall sound. Applying Eq. (7.5) we get

En = en.' VfH - h In = in", VfH - IL (7.6)

indicating that the rms value of white noise increases with the square root of
the frequency band. For fH ::: lOlL we can approximate as En~en",../Tii and
In ~ inw../Tii at the risk of an error of about 5% or less.

Squaring bolh sides in Eq. (7.6) yields E; = e~w(fH - fL> and I; = i;",
(fH - h), indicating that white-noise power is proponionol to the bandwidth,
regardless of the band's location within the frequency spectrum. Thus, the noise
power within the IO-Hz band between 20 Hz and 30 Hz is the same as that within
the band between 990 Hz and I kHz.

The other common form of noise is IIf noise, so called because its power den­
sity varies with frequency as e~(f) = X; If and i;(f) = Xl If, where Xv and Xi
are suitable constants. The spectral densities are en = Xvl.Jl and in = X;I.Jl,
indicating that when plolled versus frequency on logarithmic scales, power densi­
ties have a slope of - I dec/dec, and spectral densities a slope of -0.5 dec/dec.
SUbstituting into Eq. (7.5) and integrating yields

En = XvVln(fHlh) In = Xivln(fHIIL) (7.7)

Squaring both sides in Eq. (7.7) yields E;=X;ln(fHlfL> and 1;=
Xl In(fH IlL), indicating that IIf-noise power is proponional to the log ratio of
the frequency band extremes, regardless of the band's location within the frequency
spectrum. Consequently, IIf noise is said to have the same power content in each
frequency decade (or octave). Once the noise rms of a particular decade (or octave)
is known, the noise rms over m decades (or octaves) is obtained by mUltiplying the
former by .jtii. For example, if the rms value within the decade I Hz :': f :': 10Hz
is I /lV, then the noise rms in the 9-decade span below I Hz, that is, down to about
I cycle per 32 years, is.j9 x I /lV = 3 /lV.
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Integrated-Circuit Noise 7.2
NOISE DYNAMICS

Integrated-circuit noise is a mixture of white and Ilf noise, as shown in Fig. 7.2. At
high frequencies, noise is predominantly white, while at low frequencies IIf noise
dominates. The borderline frequency. or corner frequency, is found graphically as
the intercept of the IIf asymptote and the white-noise ftoor. Power densities are
expressed analytically as

e; =e;., (f7+ I) i; = i;w (fy+ I) (7.8)

where enli, and in .. are the white-noise flnnr.~, and fee and fei the comer frequen­
cies. The /lA 741 data sheets or Fig. 5A.8 indicate en .. ~ 20 nV/JHZ, fee ~ 200 Hz,
i nlV ~ 0.5 pA/JHZ, and fei ~ 2 kHz. Inserting Eq. (7.8) into Eq. (7.5) and

A common task in noise analysis is finding the total rms noise at the output of
a circuit, given the noise density at its input as well as its frequency response. A
typical example is offered by the voltage amplifier. The noise density at the output is
en,,(f) = IAn(jf)leni (f), where eni (f) is the noise density at the input and An(jf)
is the noise gain. The total output rms noise is then E;" = Jooo e;,,(f) df, or

En" = (1000

IAn(jf)12e~;U)df ) 1/2 (7.10)

Similar considerations hold for current amplifiers. Another common example is
offered by the transimpedance amplifier. Denoting its input noise density as in(f)

."
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and its noise gain as Zn (jf), we have

(
[00 )1/2

Enn = J
o

IZn(jf)I2;,~;U) df

Similar considerations apply to transadmittance and current amplifiers.

(7.11)

The results are2 NEBMF = 1.5710 for n = I, 1.1110 for n =2, 1.0510 for n = 3,
and 1.02510 for n = 4, indicating that NEBMF rapidly approaches fl) as n is
increased.

Likewise, one can prove (see Problem 7.3) that the noise equivalent bandwidths
of the standard second-order low-pass and band-pass functions HLP and Hop defined
in Section 3.4 are, respeclively,
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Noise Equivalent Bandwidth (NEB)
(7.14b)

As an application example of Eq. (7.10), consider the case of white noise with
spectral densit~ enw going through a simple RC filter as in Fig. 7.3a. Since IAn l2 =
1II 1+ (/110) I, where 10 is t~e - 3-dB frequency, Eq. (7.10) gives

(1
00 dl ) 1/2

En. = enw 2 = enw J1f/o/2 = enwJI.57/0 (7.12)
o I + (fifo)

Comparing with Eq. (7.6), we observe that white noise is passed as if the filter
were a brick-wall type, but with a cutoff frequency 1.57 times as large. As depicted
in Fig. 7.3b, the fraction 0.57 accounts for the transmitted noise above 10 as a
consequence of the gradual rolloff, or skirt. This property holds for all first-order
low-pass functions, not just for RC networks. As we know, the closed-loop response
of many amplifiers is a first-orderfunction with 18 = (31, as the -3-dB frequency.
These amplifiers pass white noise with a cutoff frequency of 1.5718.

The quantity 1.5710 is called the noiseequivalent bandwidth (NEB) of the given
circuit. More generally, the NEB of a circuit with noise gain An (jf) is defined as2

NEB = -2-
1
- roo IAn(jf)1

2 dl (7.13)
An(max) Jo

where An(max) is the peak magnitude of the noise gain. The NEB represents the
Irequency span 01 a brick-wall power gain response having the !time area as the
power gain response 01 the original dn:uit.

The NEB can be computed analytically for higher-order responses. For instance,
for an nth-order maximally flat low-pass response we have

[00 dl
NEBMF = 10 1+(/1/0)20 (7.140)

When the NEB cannot be calculated analytically, it can be estimated by piece­
wise graphical inlegration, or il can be found by computer via numerical integration.
Numerical integration can be carried oul with PSpice using the "s" function available
with Ihe Probe postprocessor.

EXAMPLE 7~ Use PSpice to find the NEB oflhe circuit of Fig. 7.4, given that Ihe up
amp has GBP = I MHz.

Solution. The input circuit file is as folluws.

Finding the HD:
vi 1 0 ac Iv
R:I: 1 0 111: ,.voi~ floating node.
Cl 0 , luF

81 t 3 lk

a2 3 3 lOOk

C3 3 3 10...
••0 5 0 1 2 lOOk ,.0. 100 V/aV

8eq 5 6 1JIe~

ceq 6 0 15.12DP ,fb. 10 8z

obuf30601
.•c dec 10 18z 1001leg8J:

•probe ,A.V(3I/VllI. "'8•• (...(3) ""'(3)) /3601
.oDd

The plot of Fig. 7.5 (top) indicates that An,mo,) ~ 51 V/V. so we direct the Probe post­
processor to display 0("'(31"...1311/3601. The resulling curve, shown in Fig. 7.5
(bonom), tends asymptotically to the value NEB ~ 1.1 kHz.

Gain
10 of

o L....__-'--_.L- ~ f
o /0 1.57/0

(b)

1I--.::::-----{"
I

{2
+
.~,

..

(a)

R

FIGURE 7.3
Noise equivalent bandwidth (NEB).

FIGURE 7.t
PSpice circuit of Example 7.2.



Avalanche Noise

Noise in BJTs

dc current, flicker noise requires a dc current in order to exist. Resistors of the wire­
wound type are the quietest in terms of 1/f noise. while the carbon composition
types can be noisier by as much as an order of magnitude, depending on operating
conditions. Carbon-film and metal-film types fall in between. However, if the appli­
cation requires that a given resistor carry a fairly small current, thermal noise will
predominate and it will make little difference which resistor type one uses.

Noise in JFETs

The noise power densities for JFETs are7

e2 = 4kT (2- + K/g/8~) (7.19a)
• 38m f

(
21ff C )2 (2 la)

i;=2qIG+ 8m
BS

4kT38m+K3 f (7.19b)

where 8m is the transconductance; ID is the dc drain current; IG is the gate leakage
current; K 2, K 3, and a are appropriate device constants; and Cgs is the gate-to-source

capacitance.
In the expression for e~, the first term represents thermal noise In the channel,

and the second represents drain-current flicker noise. At room temperature and at
moderate frequencies, all terms in the expression for i~ are negligible, making JFETs
virtually free of input current noise. Recall, however, that gate leakage increases very
rapidly with temperature, so i; may no longer be neglected at higher temperatures.

Compared to BJTs, FETs have notoriously low 8m values, .indicating that ~T­
iDput op amps tend to exhibit higher voltage noise than BJT-mput types for s.m­
iIar operating conditions. Moreover, e~ in the JFET contains flicker noise. These
disadvantages are offset by better current noise performance, at least near room

temperature.

currents, 8m = q Ie / kT is Ihe transconductance, K I and a are appropriate device 3~

conslants, and P(jf) is the forward current gain, which decreases at high frequencies. SECT'ON 7.3

In the expression for e~, the first term represents thermal noise from'b and the SOUtee. of Noise
second term represents the effect of collector-current shot noise referred to the input.
In the expression for i~, the first two terms represent base-current shot and flicker
noise, and the last term represents collector-current shot noise reflected to the input.

To achieve a high P, the base region of a BJT is doped lightly and fabricated
very thin. This, however, increases the intrinsic base resistance 'b. Moreover, the
transconductance 8m and the base current I B are directly proportional to Ie. Thus,
what works to minimize voltage noise (low 'b and high Ie) is the opposite of what
is good for low current noise (high Pand low Ie). This represents a fundamental
tradeoff in bipolar-op-arnp design. ..

DDc

With the exception of avalanche noise, transistors generally exhibit all forms of
noise just discussed. A feel for transistor noise mechanisms will help the user better
understand the noise characteristics ofop amps. As shown in Fig. 7.8, transistor noise
is characterized by a pair of equivalent input noise sources with spectral densities
e. and i•.

The noise power densities for BJTs are7

e; = 4kT ('b + _1_) (7. ISa)
28m

i 2 - 2q (I +KI;+~) (7.18b)
• - B I f IP(jf)12

where 'b is the intrinsic base resistance, I B and Ie are the dc base and collector

This form of noise is found in pn junctions operated in the reverse breakdown mode.
Avalanche breakdown occurs when electrons, under the influence of the strong elec­
tric field inside the space-charge layer, acquire enough kinetic energy to create addi­
tional electron-hole pairs by collision against the atoms of the crystal lattice. These
additional pairs can, in tum, create other pairs in avalanche fashion. The resulting
current consists of randomly distributed noise spikes flowing through the reverse
biased junction. Like shot noise, avalanche noise requires current flow. However,
avalanche noise is usually much more intense than shot noise, making Zener diodes
notoriously noisy. This is one of the reasons why voltage references of the bandgap
type are preferable to Zener-diode referbnces.
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(a)

FIGURE 7.8
Transistor noise models.

G

(b)

s

G

(c)

s

Noise in MOSFETs

The noise power densities for MOSFETs are7

2 I
e2 = 4kT- + K4-- (7.20a)
• 38m WLf

i; = 2q IG (7.20b)

where 8m is the transconductance, K4 is a device constant, and Wand L are the
channel width and length. As in the JFET case, i; is negligible at room temperature,

but increases with temperature.

i
r

. ,
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Noise Modeling In PSpice

When performing noise analysis SPICE calculates the thermal-noise density for each
resistor in the circuit, as well as the shot-noise and flicker-noise densities for each
diode and transistor. When using op amp macromodels, the need arises for nolle
sources with speclral densities of the type of Fig. 7.2. We shall synthesize lbese
sources2 by exploiting the fact that SPICE calculates the noise current of a diode
according to
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o - ·---------· .... -··-----···--···-.-··--····--------·r----·-.-
lOOllHl 10Hz 1, OkHz 100kHz

a ..... t.(vC_I.)ltVlonol ..»)F._

I.CIpW .. __ . -;- __ ---- ..--.- A -;._ ---- -- ---- .-- ••-~ ••• - •• --,

Calculating m. Dohe:
ID 0 1 de 3.12uA

D 1 0 00018.
•...s.l llDolo. D (U-6.n.-17 ,APol)

C 1 3 la•

... 2:04cOV
hIi 3 0 .,.. 20t.

ax 3 0 1 ,avoid. floating DOd••
.ac 4ec 10 O.lB. 1IIeg'II1

.DOh. TU) v. 10

.probe ,en( f)-V{ODOiae). Ibl-.qrt (.(v(oDolle) ·v(onohe»)

•ODd

FIGURE 7.tl

Using PSpice 10 generate Ie noise and calculale rms noise.

'-I .
lOftY -"---. ------ .-- .. ----.- .. ---. -- -. -- •. - - - ..-. - ... -. --.-. -•. -. -. - ..•

a v(onol.)....1'------.-------.----... -- ..--.---------.---------.--'---'---'--

~·l

'~l
j...-,=====:-;=:::-:-

noise current generated by the diode to the current-sensing source vs•which then controls
the CCVS to produce e•. The input circuit file follows.

Figure 7.10 shows the plots of the spectral density e. = v (oDoloe) and the rms value
En = ~rt(,(v(oDOh.) *v(oDOiM))), where "lIqrt" and ..... stand for the square root
and inlegral functions available wilh the Prohe postprocessor. Using the cursor facility
to measure specific values, we find lhat for 0.1 Hz :: I :: 100 Hz, E. 2: 0.77 "V; for
20 Hz:: I :: 20 kHz, E. 2:3 "V; and for 0.1 Hz :: I :: I MHz, E. = 20 "V. This
corroborates the results of the hand calculations of Example 7.1.

o

FIGURE 7.'
Using diode noise current to create a source of voltage
noise with spectral density e•.

EXAMPLE 7.6. Verify Example 7.1 using PSpice.

Solution. We need to creale a source e. with e.w = 20 nV/,;HZ and la = 200 Hz.
First we creale a noise current source with i w = I pA/,;HZ and I, = 200 Hz, then we
use an H-type source of value 20 nV/pA to convert to e•. As shown in Fig. 7.9, we bias
the.<Jiode with 10 = (I x 10-12 )2/(2 x 1.602 x 10-19) = 3.12 "A, and we impose
KF =2 x 1.602 X 10-1• x 200 =6.41 X 10-17 A. The I-GF capacitor couples lhe ac

I AF (KF x I
AF

-I/2q )
j~=KF ~ +2qlv=2qlv ~ +1

where I v is the diode bias current, q the electron charge, and KF and AF are
parameterS that can be specified by the user. This is a power density with white-noise
floor j; = 2q Iv and corner frequency Ie = KF x I~F-I /2q. If we let AF = I for
mathematical convenience, then the required I v and KF for given j; and Ie are

Iv = ;;/2q KF = 2qle (7.21)

Once we have a source of current noise, we can readily convert it to a source of
voltage noise via a CCVS.

In the expression for e~, the first term represents thermal noise from the channel
resistance and the second represents flicker noise. \l is the laller that is ofmost concern
in MOSFET-input op amps. Flicker noise is inversely proportional to the transistor
area W x L, so this lype of noise is reduced by using input-stage transistors with
large geometries. As discussed in Chapter 5, when large geometries are combined
with common-centroid layout techniques, the input offset voltage and offsel drift
characteristics are also improved significantly.

I
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7.4
OP AMP NOISE

Op amp noise is characterized by three equivalent noise sources: a voltage source
with speclral density en. and Iwo current sources with densities inp and inn. As shown
in Fig. 7.11. a practical op amp can be regarded as a noiseless op amp equipped wilh
these sources al the input. This model is similar to Ihat used to account for the input
offset voltage Vos and the inpul bias currents I p and IN. This is not surprising
since these parameters are themselves special forms of noise. namely, dc noise.
Note, however, Ihallhe magniludes and directions of en(t). inp(t). and inn(t) are
conslantly changing due to the random nature of noise and thaI noise terms must be
added up in rms rather Ihan algebraic fashion.

V,o- .- ,
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resislor noise can be modeled with either a series voltage source or a parallel current
source. The reason for choosing the latter will become apparent shortly.

V,_ o----~_i

v"

(a)

FIGURE 7.11
Resistive-feedback op amp circuit and its noise model.

(M

For op amps with symmetric inputs and uncorrelated noise currents we have inp =
inn = in. where in is the noise current density given in the ~ata sheels. .

To gain better insight into the relalive weights of the var!ous terms, conSIder the
special but familiar case in which R) = RI II R2. Under thIS constramt. Eq. (7.22)

simplifies as

Overall Input Spectral Density

The first task is to find the overall spectral density en; referred to the input of the
op amp. We can apply the superposition principle as when we calculate the overall
input error EI due to Vas, Ip, and IN. except that now the. individual term~ must
be added up in rms fashion. Thus. the nOIse voltage en contnbutes the te~ e~. T~e

noise currenls inp and i R, are flowing through R), so their combmed contnb~t1o~ IS.

by Eq. (7.15). (R)inp )2 + (R)iR,)2 = Rji;p +4k! R). The nOIse currenls '~n, '.R I •

IDd i R, are flowing through the parallel combmatlon Rill R2. so theIr contnbutlon
is (RJlIR2)2(i;n + i~, + i~,) = (RI.IIR2)2i;n +4kT(RJlI R2). Combmmg all terms
gives the overall input spectral denSIty

e~; = e~ + Rji,~p + (RIIIR2)2i~n ;'4kT[R) + (RIIIR2)) (7.22)

~..

FU;lIRF. 7.11

Op amp noise model.

Noise densities are given in the dala sheets and have the Iypical forms ofFig. 7.2.
For devices with symmetric inpul circuitry. such as voltage-mode op amps (YFAs).
inp and inn are given as a single density in. even though inp and inn are uncor­
related. To avoid losing track of Iheir identities. we shall use separate symbols
until the end of our calculations. when we shall substitute in for both inp and inn·
For current-feedback amplifiers (CFAs). the inputs are asymmetric due to the pres­
ence of the input buffer. Consequently. inp and intI are different and are graphed
separately.

Just as in precision de applicalions it is importanl 10 know the dc output error
Eo caused by Vos. Ip. and IN. in low-noise applicalions il is of interest to know
the total rms outpul noise Eno . Once En. is known. we can refer il back to Ihe inpul
and compare it against the useful signal to determine the signal-Io-noise ratio SNR
and. hence. Ihe ultimate resolUlion of the circuit. We shall illustrate for the familiar
resistive-feedback circuit of Fig. 7.12a. which forms Ihe basis of the inverting and
noninverting amplifiers. Ihe difference and summing amplifiers. and a variety of
others. It is importanl to keep in mind that Ihe resistances shown in Ihe diagram must
include also the exlernal source resislances. if any. For inslance. if we lift node A
off ground and drive it wilh a source vs having internal resislance Rs • Ihen we must
replace Rj wilh the sum R, + Rj in our calculations.

Tn analyze thc circuil we redraw it as in Fig. 7.12b with all pertinent noise
snurces in place. including the thermal noise sources of the resistors. As we know.

e;'i = e~ + 2R2i;' + 8kTR

R = RIIIR2 = R)

(7.23a)

(7.23b)



(7.25)
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em(log)

'. t--9"'--?:::----- '.

II

FIl:UR.: 7.1l
Op~amp input.~clral noise em as a function of R of
Eq. (7 .23b).

Figure 7.13 shows eni as well as its three individual components as a function of R.
While the voltage term en is independent of R, the current term -/iRin increases
with R at the rate of I decldec, and the thermal term ..,fSkTR increases at the rate of
0.5 dec/dec.

We observe that for R sufficiently small, voltage noise dominates. In the limit
R --- 0 we get eni --- en, so en is aptly called the shor.-d,,:ui. noise: this is the
noise produced by the internal components of the op amp, regardless of the external
circuitry. For R sufficiently large, current noise dominates. In the limit R 00 we
get eni --- -/iRin, so in is aptly called the open-dn·ui. noise. This form ofnoise stems
from input-bias-current !low through the external resistors. For intermediate values
of R" thermal noise may also come into play, depending on the relative magnitudes
of the other two terms. In the example pictured, point A is where thermal noise
overtakes voltage noise, point 8 where current noise overtakes voltage noise, and
point C where current noise overtakes thermal noise. The relative positions of A,
B, and C vary from one op amp to another, and can be used to compare different
devices.

We note that while it is desirable to install a dummy resistance R3 = R, II R2 in
order to provide bias-current compensation, in terms of noise it is preferable to have
R3 = 0 since this resistor only contributes additional noise. When the presence of
R3 ismandatory, the corresponding thermal noise can be filtered out by connecting
a suitably large capacitance in parallel with R3. This will also suppress any external
noise that might be accide\l,tally injected into the noninverting input pin.

Rms Output Noise

like offsets and drift, en; is amplified by the noise gain of the circuit. This gain is
not necessarily the same as the signal gain, so we shall denote signal gain as A,(j/)
and noise gain as An (jf) to avoid confusion. Recall that the dc value of An (jf) is
Ano = I/P = I + R2/RI. Moreover, for a constant-GBP op amp, the closed-loop
bandwidth of An(jf) is 18 = PI, = IrlO + R2/RIl, where II is the unity-gain

frequency of the op amp. The output spectral density can thus be expressed as

1+ R2/R,
en" = VI + (f/18)zeni (7.24)

Noi~e.i.s ?bserved .or measured
2
0ver a finite time interval. Toh,. The rollli rm.' output

nOIse Is found by integrating en" from!L = 1/1;,h> to'/H = 00. Using Eqs. (7.9),
(7.12), and (7.22) we get

E"" = [I + :~] x [e~w (1;, In ~: + 1.57/8 - /L)

+ Rji;"w (/cil' In ~: + 1.57/8 - h)
+(RIII R2)2i~"u, (h'" In ~: + 1.57/8 -!L)

]

1/2
+ 4kT( R3 + Rill R2)(1.57/8 - IL)

This express.i~n indicates the co~siderations in low-noise design: (a) select op amps
WIth low-nOIse !loors e"w and I"w as well as low corner frequencies f. and I .'
(b) keep t~e external resistances sufficiently small to make current noise :~d then~~i
no~se ne~ltglble c?mpared to voltage noise (if possible, make R3 = 0); (c) limit the
nOIse-gain bandWIdth to the strict minimum required.

. T.he popular OP-27 op amp has been specifically designed for low-noise ap­
~hcaltons. Its characteristics are j, = S MHz, enw = 3 nV/vIHZ, In = 2.7 Hz,
t"w = 0.4 pNvIHZ, and lei = 140 Hz.

EXAMPLE 7.7. A741 opampisconliguredasaninveningamplifierwilh R, = 100H}
R2 :: 200 kO, and R3 = 68 kO. (a) Assuming e••, = 20 nV/v'HZ f., = 200 Hz:
'.w - 0.5 pAlv'HZ, and f.., = 2 kHz, find the lotal output noise above 0.1 Hz, bolh nns
and peak-Io-peak. (b) Verify wilh PSpice.

Solution.

(a) We have H, UH2 =.100 U200;;= 67 kO, A.o = I+R2/R, = 3VIV,andf. = 10"/3 =
333 kHz. The nOIse voltag~ componenr is E.." =3 x 20 x 10-9'20010(333 x
H>'/O.\) + 1.57 x 333 x 10 - 0.11'/2 = 43.5 ",V. Thecurrenr noise component
IS E.", = 3«68 x 10')2 + (67 X 11t')2)'/' x 0.5 X 10- 12 x [2 x Ihll (333
10') 523 3 '/2 \T n - x+ x 10 I = 106.5 ",V. The Ihermal noise component is E _
3[1.65 x 10-20(68 +67) x 103 x 523 x 1031'/2 = 102.4 ",V. Finally, ,,,R-

E." = JE;,,, + E;", + E;"R = V43.52 + 106.5' + 102.4' = 154 ",V (rms)

or 6.6 x 154 = 1.02 mV (peak-to-peak).
(b) As shown in Fig. 7.t4. we model e. with an H-type source, and i", and i•• with

F-type. SOUrces. The correspondingdiode noise generators, omitted for simplicity,
are as m Fig. 7.9. To ensure statlstlcal Independency, we must use three ditlerent
SUCh. generalors. Moreover, 10 model a noiseless op amp, we use Ihe LAPLACE
faclhly of PSplce. The inpul circuil file follows.
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Finding the NEB of the circuit of Fig. 7.4.

Piecewise Graphical Integration
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The Pink-Noise Tangent Principle

Looking at the result of the foregoing example, we note that the largesl contribution
comes from Eno), which represents noise above 10 kHz. We wonder if there is a
quick method of predicting this, without having to go through all calculations. Such
a method exists; it is offered by the pink-noi.,e wngenl principl,. 5

The pink-noise curve is the locus of points contributing equal-per-decade (or
equal-per-octave) noise power. Its noise density slope is -0.5 dec/dec. The pink­
noise principle states that if we lower the pink-noise curve until it becomes tangent
10 the noise curve '"o(f), then the main contribution to E"o will come from the

Noise densities and noise gains are often available only in graphical fonn. When this
is the case, Eno is estimated by graphical integration, as illustrated in the following
example.

E XAM PI. E 7.1. Estimate the total rms output noise above I Hz for noise with the spectral
denSIty of Fig. 7.6 (top) going through an amplifier with the noise-gain characteristic of
Fig. 7.6 (center).

Solution. To find Ihe output density e"" we multiply out the two curves point by
point a,nd obtain the curve of Fig. 7.6 (bottom). Clearly, the use of linearized Bode plots
simplifies graphical multiplications considerably. Next, we integrate e:. from IL = I Hz
to / H = 00. To facilitate our task. we break down the integration interval into three parts,
as follows.

For I Hz ~ I ~ I kHz we can apply Eq. (7.9a) with eo", = 20 nV/./HZ, I" =
100 Hz. h = J Hz, and IH = I kHz. The result is E"", = 0.822 /lV.

For I kHz ~ / ~ 10 kHz the density,.. increases withl at the rate of+I dec/dec,
so we can write ,",,(/) = (20 nV/./HZ) x (//10-') = 2 x 10- 11 I V/./HZ. Then,

(
"~ ) 112 112

E",,2 = 2 x 10 II ( 12d/ = 2 X 10-11 (V'I'n') = 11.5 /lV
JI01 )0_1

I
FIGURE 7.6

Noise spectra of Example 7.3.

For 10 kHz ~ I ~ 00 we have white noise with ' .." =200 nV/./HZ going through
a low-pass filter wilh /0 = JOO kHz. By Eq. (7.12), E""., = 200 x 10-°(1.57 x 10' ­
10")112 = 76.7 /lV.

Finally, we add up all components in rms fashion to obtain E"" =

VE~", + E:"2 + E:", = JO.822 + 11.52 + 76~72 =77.5 /lV.
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portions of the noise curve in lhe immediate vicinity of the tangent. In the example
of Fig. 7.6 (bottom), the portions closest to the tangent are those leading to £no3.
We could have set Eno ;= £no3 =76.7 J-lV without bothering to calculate £no' and
£,,,,2. The error caused by this approximation is insignificant, especially in light of
the spread in noise data due to production variations. As we proceed, we shall make
frequent use of this principle.

EXAMPLE 7.4. Consider a IO-kO resistor at room temperalure. Find (a) its voltage
and (b) current spectral densities, and «.) its nus noise voltage over lhe audio range.

Solution.

(a) e. = ../4kTR = ../\.65 x 10 20 x 10" = 12.8 nV/./Hz
(b) i. =e./R = 1.28 pA/.JHz
(e) E. =e• .JJH=7l. = 12.8 x 10-9 X ../20 x 10\ - 20 = 1.811'V
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7.3
SOURCES OF NOISE Shot Noise

Thermal Noise

(7.17)

Flicker Noise

This type ofnoise arises whenever charges cross a potential barrier, such as in diodes
or transistors. Barrier crossing is a purely random event and the de current we observe
microscopically is actually the sum of many random elementary current pulses. Shot
noise has a uniform power density,

i;=2ql (7.16)

where q = 1.602 x 10- 19 C is the electron charge, and 1 is the dc current through
the barrier. Shot noise is present in BIT base currents as well as in current-output
D-A converters.

EXAMPI.E 7.5. Find the signal-to-noise ratio for diode current over a I-MHz bandwidth
il(a) tD = I}.tA and (b) tD = InA.

Solution.

(a) t, =.J'!iiTDlii=../2 x 1.62 x 10-'9 x 10 6 X 106 _0.57 nA (rms). Thus, SNR =
2010g,o[(l }.tA)/(0.57 nAll =64.9 dB.

(b) By similar procedure, SNR =34.9 dB. We observe thai the SNR deteriorates as the
operating current is lowered.

Flicker noise, also called IIf noise, or contact noise, is present in all active as well as
in some passive devices and has various origins, depending on device type. In active
devices it is due to traps, which, when current Rows, capture and release charge
carriers randomly. thus causing random ftuctuations in the current itself. In BJTs
these traps are associated with contamination and crystal defects at the base-emitter
junction. In MOSFETs they are associated with exira electron energy states at tbe
boundary between silicon and silicon dioxide. Among active devices, MOSFETs
suffer the most, and this can be a source of concern in low-noise MOS applications.

Flicker noise is always associated with a dc current, and its power density is of
the type

where K is a device constant, I is the dc current, and a is another device constant in
the range ~ to 2.

Flicker noise is also found in some passive devices, such as carbon composition
resistors, in which case it is called excess noise because il appears in addition to the
thermal noise already there. However. while thermal noise is also present without a

lb)

R
(noiseless)

(0)

FIGURE 7.7

Thermal noise models.

For an effective selection and lltilization of integrated circuits, the system designer
needs to be familiar with the basic noise-generating mechanisms in semiconductor
devices. A brief discussion of these mechanisms follows.

Thermal noise, also called Johnson noise, is present in all passive resistive elements,
Includmg the stray series resistances of practical inductors and capacitors. Thermal
noise is due to the random thermal motion of electrons (or holes, in the case of
p-type semiconductor resistors). II is unaffected by de current, so a resistor generates
thermal noise even when silting in a drawer.

As shown in Fig. 7.70, thermal noise is modeled by a noise voltage of spectral
density eR in series with an otherwise noiseless resistor. Its power density is

ek = 4kT R (7.150)

where~ = 1.38 ~ 10-23 J/K is Boltzmann's constant, and Tis absolute temperature,
tn kelvms. At 25 C, 4k T = 1.65 x 10-20 WlHz. An easy figure to remember is that
at 25°C, eR ;=4.,(ii nV/JHZ, R in kiloohms. For instance, elOO n =1.26 nV/v'Hz,
and elO kn = 12.6nV/JHZ.

Converting from Thevenin to Norton, we can model thermal noise also with a
noise current i R in parallel with an otherwise noiseless resistor, as sbown in Fig. 7.7b.
We have ii =eilR2, or

ii =4kTIR (7.15b)

Th~ preceding equations indicate that thermal noise is of the white type. Purely re­
active elements are free fronf'thermal noise.



FIGURE 7.14

PSpice circuit to find the rms output noise Enn .

The results of Fig. 7.15 agree with our calculations. We also nole that we could
have used the pink-noise tangent principle to estimate E." ~ (0.21 /-L V) x
JI.57 x 331kHz = 152/-LV (rms).
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FIGURE 7.15
Finding the total rms output noise.
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EXAMPLE 7.8. Scale the resistances of the circuit of Example 7.7 so that E." = 50/-LV.

Solution. We want E;"i + E'nR = E;n - E;". = 50' - 43.5' = (24.6/-LV)', Letting
R = R, + Rill R" we have E~i = 3' x R'(0.5 x 10-")' x [2 x 10-' In(333 x 10") +
523 x 10') = 1.24 x 10- 18 R , and E; R = 3' x 1.65 x 10-20 x R x 523 x 10' =
7.77 x 1O-'4R. We want 1.24 x IO- IKR' +"1..77 x 1O-'4R = (24.6 /-LV)', which
gives R = 7 kfl. Thus, R, = R/2 = 3.5 kfl, and I/R, + I/R, = 1/(3.5 kfl). Since
R, = 2R" this yields RI = 5.25 kfl and R, = 10.5 kfl.

Dividing Eno by the de signal gain IArol yields the total rms input noise,

Eno
En; = IArol (7.26)

We again stress that the signal gain Ar may be different from the noise gain An'

Signal-to-Noise Ratio

In terms of noise, the circuit of Example 7.7 is poorly designed because Enoi
and EnoR far exceed Em"" This can be improved by scaling down all resistances.
A good rule of thumb is to impose E~oi + E~oR :::: E~0./32, since Ihis raises Eno
only by about 5%, or less, above Eno•.

Noisy op amp

>-+--<>--0 v"

Jinpw. 0.5 pA/aqrt(BI), fc:ip. 2: kHz

,8•• 20 nV/aqrt(B:l), fee. 200 H.

,avoida floating nod••

Pinding the total ra8 output Doba &no:

-Input noi.8 sourc•• :
IDe 0 11 de 3.12:uA

De 11 ODe

.aod.l De D (U_6.UB-17:U_U

Ce 11 12 lor

v•• 12 Ode Ov

he 5 4. v •• 20k

ix50dcO

lOp 0 21 de 3.12uA

Dp210Dp

._01 Dp D (Kr-6.UB-16,AP_l)

Cp 21 aa lap

vap 22 0 de OV

fp4.0v8pO.5

Ion 0 31 de 3.12uA

On 31 0 On

.1104.1 on D (ItP.6.Cll-16.AP-l)

Co. 31 32 lor

van 32 0 de OV

to 2: 0 van 0.5 11nnw • 0.5 pA/lqrt(Rz), tein. 2: kHz

·Hoh.l... op DIP with .0 • 200 V/aV and fb • 5 81:

oOA 3 0 Laplaco IV(S,an_laBS/(1+a/31.Can

*118.10. circuit:

vi 1 0 ae tv

R1 1 a lOOk

Ra a 3 aOOk

R3 C 0 6ak

.ae dec 10 O.lHI 1001leg8.

.Dohe v(3) vi 10

.probe ,eno • v(oDo188), an. aqrtC8(v(oDohe)·v(onoi••»)
•oDd

R, 2

Vi
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the inverting amplifier being a familiar example. Knowing Elli allows us to find the
inpul signal-Io-noise ralio,

where Vilrms) is the rms value of the input voltage. The SNR establishes the ultimate
resolution of the circuit. For an amplifier of the transimpedance type, the total rms
input noise is Illi = Ello/IR.,ol, where JR.,ol is the de transimpedance signal gain.
Then, SNR = 20 10glO(I;(rms)/ III;)'
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SNR - 201 Vi("ns)

- oglO-E-·-
III

(7.27)

mR

lie

/, +
,>--+-#-+--0 v"
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Noise in Cli'As

Noise Filtering

The above equations apply also to CFAs.S As mentioned, the presence of the input
butTer makes the inputs asymmetric, so i llp and i llll are different. Moreover, since
CFAs are wideband amplifiers, they generally tend to be noisier than conventional
op amps.9

EXAMPLE 7.10. The data sheets of the CLC401 CFA (Comlinear) give zo ",710 k!l,
fb '" 35tJ kHz, r, '" 50!l, e,w '" 2.4 nV/JHz, fa '" 50 kHz, i,pw '" 3.8 pA/JHz, f.·iP '"
100 kHz, i..w '" 20 pA/JHz, and feio '" 100 kHz. Find the tOlal rms output noise above
0.1 Hz if the CFA is configured as a noninverting amplifier with R, = 166.7 !l and
R2 = 1.5 k!l, and is driven by a source with an internal resistance of 100 !l.

Solution. Since f, = ZOfb/R2 = 166 MHz, we have f. = f,/[l + r,/(R,II R2») =
124 MHz. Applying Eq. (7.25) gives E,,, = 101(33.5/lV)2 + (3.6/lV)2 + (35.6/lV)2 +
(28.4/lV)2JI /2",566/lV (rms), or 6.6 x 566",3.7 mV (peak-to-peak).

(7.30b)

(7.29)

(7.28)

I
f/> = 2Jf RZC2fz = 2Jf(RI II R2)(CI + Cz)

An area in which noise is of concern is low-level signal detecti~n, such as in~tru­
mentation applications and high-sensitivity 1-Vconversion. InRarttcular, pho~odlode
amplifiers have been at the center of considerable allention, so we examme thIS

class of amplifiers in some detail. . '
The photodiode of Fig. 7.170 responds to incident light ~Ith a curre~t 's that

the op amp subsequently converts to a voltage vo. For a realtsllc anal~sts we use
the model of Fig. 7.17b, where RI and CI repr~sent the ~ombmed resIstance and
capacitance toward ground of the diode and the m~ertmg-mput pm of the ~p a~p,
and C2 represents the stray capacitance of R2. Wllh careful pnnted-clrcult board
layout, C2 can be kept in the range of I pF or less. Usually CI » Cz and RI. » R?

We are interested in the signal gain As = Vol Is as well a' the nOIse gam
All = elloleni. To this end, we need to find thefeedback f~ctor,8 = Zt I(ZI + Zz),
Z. = Rl II (1/j2JffCil, Z2 = R211 (I/j2JffC2)· Expandmg gives

I _ ( R2) 1+ jflf, (7.300)
(j- I+ Rt I+jflfp

7.5
NOISE IN PHOTODIODE AMPLIFIERS

FIGURE 7.1.
Low-pass noise filter. Input may be either a current
or a voltage.

The circuit lends itself to filtering both voltages and currents. It can be shown

(see Problem 7.26) that

Vo = HlpmRlj + (HLP + HBP)Vi

.;mrn
Ii Q---
0= 2Jf"fiiiiiRC - m + I

h H nd H are the standard second-order low-pass and band-pass func-
w ere lP a BP . ., f d
tions defined in Section 3.3. This filter finds appllcatton m voltage-re erence an

photodiode-amplifier noise reduction.

EXA MPl.E 7.9. Find the SNR of Ihe circuit of Example 7.7 if the input is an ac signal
with a peak amplilude of 0.5 V.

Solution. Since A,o = -.:"2 V/V. we have E'i = 154/2 = 77 I'V. Moreover, Vi(~" =
tJ.5/,[i = tJ.354 V. So. SNR = 20Iog lO ltJ.354/(77 x 10. 6

)) = 73.2 dB.

Since broadband noise increases with the square root of the noise-gain bandwidth,
noise can be reduced through narrowbanding. The most common technique is to
pass the signal through a sil\lPle R-C network with R small enough to avoid adding
appreciably to the existing noise. This filter is susceptible to output loading, so we
may want to buffer it with a voltage follower. However, this would add the noise of
the follower, whose equivalent bandwidth NEB = (Jf12)/, is quite wide.

The topology 10 of Fig. 7.16 places the op amp upstream of the R-C network so
that the noise of the op amp itself is filtered. Moreover, R is placed within the feed­
back loop to reduce its effective value by 1 + T and thus reduce output loading
significantly. Even though T decreases with frequency, the presence of C helps
maintain a low output impedance well into the upper frequency range. The purpose of
mRand IIC is to provide frequency compensation, an issue addressed in Section 8.2.
Suffice it to say here that the circuit exhibits a good tolerance to capacitive loads.

I

','
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FIGURE 7.17

Pholodiode amplifier and its noise model.
FIGURE 7.19
Output speclTal densities of the photodiode amplifier of Exam- •
pie 7.11.

We also observe that for a ~ 00 we have A,(ideal) = R2/(1 +jfIIp). so the signal
gain is

and is shown in Fig. 7.18b. With C. » C2. the noise-gain curve exhibits signifi­
cant peaking, a notorious feature of photodiode amplifiers. This can be reduced by

EXAMPLE 7.11. [n the circuit" of Fig. 7.17lellhe opamp be the OPA627 JFET-input
op amp (Burr-Brown). for which f, = [6 MHz, eo" = 4.S nV/JHZ. fa = [()() Hz,
and /. = I pA. Estimate the tolal oulpul noise Eoo above 0.01 Hz if R, = I()() an,
C, = 4S pF. R, = 10 Mn, and C, = 0.5 pF.

So[utlon. With the above data we have I/Po =0 I V/V,l/tloo=91 VIV, f,=350Hz.
f o =31.8 kHz. and f,=176 kHz. Moreover. by Eqs. (7.15b) and (7.16), i.,=
40.6 fAlJHZ and io = 0.566 fAlJHZ. We observe thai the noise gain for eo is A..
whereas the noise gains for i,. and i R2 coincide with the signal gain AJ . The output densi­
ties. obtained as enOf' = IAllle,.. e"oj = IAllin • and e"oR = IAI liR}' are plolted in Fig. 7.19.

The pink-noise langent principle reveals that Ihe dominanl components are the
voltage noise tnOf' in the vicinity of Ix. and the thermal noise e"oR in the vicinity
of f o' Currenl noise is negligihle because we are using a JFET-inpul op amp. Thus.
EOM =0 (1/tloo)eoJ(JrI2)f, -fv = 91 x 4.5 x lo-9 J(I.57 x 176-31.8)10' =
202 /L V(rms), and Eoo• =0 R,i., x J (Jr12) f o =0 91 /LV. Finally. Eo. =0 J2022+ 91 2 =
222 /LV (rrns). A PSpice simulation (see Problem 7.30) gives Eon = 230 /LV (rrns).
indicating thai our hand-calculation approximations are quile reasonable.

adding a capacitance in parallel with R2; however, this also reduces the signal-gain
bandwidth I p .

(7.31)

(7.32)

VIA (dec)

A _ R2
.r - (I +jfJlp)(1 +jfllx)

V/V (dec)

The II f3 function has the low-frequency asymptote II f30 = I + R21 R), the high­
frequency asymptote I/f300 = 1 + CI/C2. and two breakpoints at I, and I p . As
shown in Fig. 7.18a, the crossover frequency is Ix = f3oo/,. so the noise gain is
An = (I1f3)/(1 +jlllx).or

An = (1 + R2) 1+jfll,
RI (I + jfllpHI + jfllx)

FII;lJRE 7.18

Noise gain Ao and signal gain A., for Ihe pholodiode amplifier.

11130 '-_L---'_--'_--",,-~ !(dec)

(1I)

R, I----,..

L- '----_'-\-_ !(dec)

(h)

Noise Filtering

The modified photodiode amplifier of Fig. 7.20 incorporates the current-filtering
option of Fig. 7.16to reduce noise. In choosing the filter cutoff frequency 10 we must
be careful that the signal-gain bandwidth is not reduced unnecessarily. Moreover,
the optimum value of Q is the result of a compromise between noise and response
characteristics such as peaking and ringing. A reasonable approach is to start with
C.. =C2 and R3C3 = R2C.. , so thai m = lin and Q:;;: I for m » I. Then we fine­
lune C.. and R3 for a best compromise between noise and response characteristics.



R]II R4 « R2' so R2 is raised to the equivalent value Req;;: (I + R4/ R])R2, and
i2 z. iR

2 = 4kT/ R2. One can show (see Problem 7.33) that the noise and signal gainsR- ,
are now
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t ... b ,

c,

c,. _ ( R2) (R4) I +i!/f,
A. = 1+ Rt" 1+ R] (I + jflfp)(I + jfffx)

_ (I + R4/ R])R2
As = (I +jfff p)( I + jff fx )

I
f, = 2lT(RI II R2)(C. + C2)

(7.33a)

(7.33b)

(7.34)
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FIGURE 7.10-
Photodiode amplifier with noise filtering.

EXAMPLE 7.11. Assuming the parameters of Example 7.1\, find suitable valuea for
C" R" and C, in the circuit of Fig. 7.20.

Solution. Let C, = Cz =0.5 pF. Pick C, = 10 of as a convenient value. 1ben, R, =
R,C,/C, = 500 O.

PSpice simulations for different values of R, give a good compromise for R, =
I kO, which results in a signal-gain bandwidth of about 24 kHz and E•• ;;;; 80 IlV(rms).
Thus, filtering has reduced noise to about one third of the original value of230 IlV(nns).
When the circuit is tried out in the lab, empirical tuning is necessary because of parasitics
not accounted for by our PSpice model.

T·Feedback Photodlode AmplIfiers

As we know, the use of a T-network makes it possible to achieve extremely high
sensitivities using moderately high resistances. To assess its impact on dc as well as
noise, we use the model of Fig. 7.2 I. The T-networlt is usually implemented with

Cz

I,

e.

FIGURE 7.11
T-network pbotodiode amplifier.

indicating lhal the dc values of both gains are raised by a faclor of I + R4/ RJ.
In particular, we observe lhat E.oR;;:(1 + R4/RJ) x R2iRvlTfp/2 = 1(1 +
R4/ R])k T/ C21 1/ 2, indicating lhallhermal noise increases with lhe square rool ofthe
factor I +R4/R]. Consequenlly, we must suitably limil this faclor in order 10 avoid
raising noise unnecessarily. As il lurns out. the T-network option is worthwhile II

when high-sensitivity amplifiers are used in conneclion with large-area photodiodes.
The large capacitances of these devices cause enough noise-gain peaking to allow
for thermal noise increase withoul jeopardizing the overall noise performance.

EXAMPLE 7.13. In the circuit" of Fig. 7.21leltheop amp be theOPA627 of Example
7.1\, and let the diode be a large-area photodiode such that C, = 2 nF, everything else
remaining the same. (a) Specify a T-network for a de sensitivity of I V/nA. (b) Find the
10t8t nns oulpUI noise and the signal bandwidth.

Solution.

(a) We now have 1/110;;;; 1+1l</R"I/fJoo = I+C,/Cz = 4000V/V and Ix = fJout. =
4 kHz. To avoid increasing vollage noise unnecessarily, impose 1/110 < 1/ fJoo, or
1+ R./R, <4000. Then, E... ;;;;(I/fJoo)e.,,(1CJ;J'1. = 1.43 mY. To avoid increas­
ingthennal noise unnecessarily, i"lpose E••• ~ E... /3. or [(I +R./R,)kT/C,I'/z
~ E.../3. This yields 1+ R./R, ~ 27 ( < 4000). Then R, = 109/27 = 37 MO.
Pick Rz = 36.5 MO, R, = 1.00 kO, R. = 26.7 kO.

(b) 1be signal bandwidth is I. = I, = 1/(2" x 109 x 0.5 x IO·IZ) = 318 Hz.
Moreover, E••• ;;;;0.5 mV, E.o; = 109 x 0.566 x 1O'''JI.57 x 318 = 12.61lV,
and E•• ;;;; JI.432+ 0.52 = 1.51 mV (nns).

7.6
LOW·NOISE OP AMPS

As discussed in Section 7.4, the figures of meril in op amp noise performance are
the White-noise floors e.w and i.w • and the comer frequencies fee and fei. The
lower their values, the quieter the op amp. In wideband applications, usually only
the white-noise floors are of concern; however, in instrumenlalion applications also
the comer frequencies may be crucial.

Figure 7.220 and b shows the noise characlerislics of the industry-slandard
OP-27 low-noise precision op amp (Analog Devices), whose lypical ralings are
e.w =3 nV/.,/HZ (the same spectral densily as a 545-Q resistor), fee =2.7 Hz,



FIGURE 7.22

(ll) Noise-vollage and (h) noise-current chamcteristics of the OP-27/37 op amp. (e) Noise­
vollage comparison of three popular op amps. (Counesy of Analog Devices.)

en", =0.4 pAlv'HZ, and lei = 140 Hz. Another low-noise op amp is the LTI028
(Linear Technology), with enw = 0.9 nV/v'HZ.

Figure 7.22c compares the noise-voltage characteristic of the OP-27 low-noise
op amp, the NE5533/5534 low-noise ,audio op amp (Signetics), and the J.tA741
general-purpose op amp.

Except for programmahle op amps, the user has no control over the noise charac­
teristics; however, a basic understanding of how these characteristics originate will
help in the device selection process. As with the input offset voltage and bias current,
both voltage and current noise depend very heavily on the technology and operating
conditions of the differential transistor pair of the input stage. Voltage noise is also
affected by the load of the input pair and by the second stage. The noise produced
by the subsequent stages is usually insignificant since, when referred to the input, it
is divided by the gains of all preceding stages.
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gms than BJTs. As an example of a JFET-i~t op amp, the OPA627 (Burr-Brown)
has enu' = 4.5 nV/v'HZ and in = 1.6 fAlv'Hz at 100 Hz.

In the case of MOSFETs, 1/1 noise is also a critical factor. By Eq. (7.200), the
1/1 component can be reduced by using large-area devices. Moreover. the empirical
observation thatp-channel devices tend to display less 1/1 noise than n-channeltypes
indicates that, in general, the best noise performance in CMOS op amps is achieved
by using p-channel input transistors with n-channel active loads.' As an exam.£!.e
ofa MOSFET-input op amp, the TLC279 (Texas Instruments) has enw =25 nVIv'Hz.

Input·Palr Load NoIse

Another critical source of noise is the load of the differential input pair. In general­
purpose op amps such as the 741, this load is implemented with a current-mirror
active load to maximize gain. Active loads, however, are notoriously noisy since they
amplify their own noise currenl. Once divided by the first-stage transconductance
and converted to an equivalent input noise voltage, this component can degrade the
noise characteristics significantly. In fact, in the 741, noise from the active load
exceeds noise from the differential input pair itself.'

The OP-27 avoids this problem by using a resistively loaded input stage,12 as
shown in Fig. 5.15. In CMOS op amps, the noise contribution from the active load,
when reflected back to the input, is multiplied by the ratio of the gm of the load to the
gm of the differential pair.' Thus, using a load with low gm reduces this component
significantly.

Second-Stage Noise

A CaMrtuI••OP
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Differential Input-Pair Noise

The noise contributed by the differential input pair can be minimized by proper
choice of transistor type, geometry, and operating currenl. Consider BJT-input op
amps lirst. Recall from Eq. (7.18(/) that BJT voltage noise depends on the base­
spreading resistance rh and transconductance gm. In the OP-27 the differential-pair
BJTs are realized in the striped geometry (long and narrow emillers surrounded by
base contacts on both sides) to minimize rh, and are biased at substantially higher
than normal collector currents (120 J.tA per side) to increase gm .12 The increase in
operating current, however, has an adverse effect on the input bias current I Band
the input noise current in. In the OP-27, shown in Fig. 5.15, IBis redu""d by the
current-cancellation technique. Noise densities, however, do not cancel but add up
in rms fashion. so in current-cancellation schemes i nw is higher than the shot-noise
value predicted by Eq. (7.181».

When the application requires large external resistances, FET-input op amps
offer a beller altcrnative since their noise current levels are orders of magnitude
lower than those of BJT-input devices, at least near room temperature, FETs, on the
other hand. tend to exhibit higher voltage noise. mainly because they have lower

The last potentially critical contributor to en is the second stage, particularly when
this is implemented with pnp transistors to provide level shifting as well as additional
gain (see Q23 and Q24 in Fig. 5.15). Being surface devices, pnp transistors suffer
from large 1/1 noise and poor {3. Once this noise is reflected back to the input, it can
increase Ice significantly. The OP-27 avoids this drawback by using emiller followers
021 and Q22 (see again Fig. 5.15) to isolate the first stage from the pnp pair. 12

Ultralow-Noise Op Amps

High-precision instrumentation often requires ultrahigh open-loop gains to achieve
the desired degree of linearity, together with ultralow noise to ensure an adequate
SNR. In these situations, considerations of cost and availability may justify the
development of specialized circuits to meet the requirements.

Figure 7.23 shows an example of specialized op amp design whose dc speci­
fications are compatible with high-precision transducer requirements and ac speci­
fications are suitable for professional audio work. 13 The circuit uses the low-noise
OP-27 op amp with a differential front end to simultaneously increase the open-loop
gain and reduce voltage noise. The front end consists of three parallel-connected
MAT-02 low-noise dual BJTs operating at moderately high collector currents
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7.:1 Find the NEB of a composite amplifier consisting of Iwo identical slages cascaded as
in Fig. 6.6. each stage having a gain ofthe type A(jf) = An/( I + jf!f.).

7.3 Show that the standard sec-ond-order low-pass and hand-pass functions HLP and HBP

defined in Section 3.4 have NEBl • = Q'NEBBP = Q"fo/2. Can you justify the
similarity intuitively?

7.4 (a) Find the NEB of a filter consisting ofan R-Cnelwork, followed by a buffer, followed
by another R-C network. (b) Repeat, but for a filter consisting ofa CoR network. followed
by a buffer. followed by an R-C network. (t') Repeat, but for a filter cOllsisting of an R-C
network, followed by a buffer, followed by a CoR network. (d) Rank the three filters in
terms of noise minimization.

7.s Confirm the results of Example 7.2 using piecewise graphical integration.

7.6 Estimate the NEB of the RIAA response of Fig. 3.13. Confirm with PSpice.

7.7 Find the NEB if A, (s) has two zeros at s = - 20" radls and s = - 2" I()-1 radis, and four
poles alS = -2oolf radis, s = -4OOJr radis, s = -2lf 10" radls, and s = - 21f 10" radls.

7.8 Find the total output noise when a noise source with f,·, = 100 Hz and e,w =
IOnV I.,,!HZ is played through a noiseless wideband band-pass filter with a mid­
frequency gain of 40 dB, h = 10 Hz and f H = I kHz. Confirm using the pink-noise
langent principle.
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FIGURE 7.23
Ulttalow-noise op amp. (Courtesy of Analog Devices.)

(I rnA per transistor). The parallel arrangement reduces the base spreading resis­
lance of the composite device by .,/3, while the high collector current increases
8m. This yields an equivalent input noise voltage with Cnw =0.5 nV/-!HZ and
fee = 1.5 Hz.

Transistor Q4, in conjunction with RI2 and the LED, forms a temperature-stable
6-mA current sink that RI through R3 then split evenly among the three differential
pairs. R6 and CJ provide frequency compensation for closed-loop gains greater than
10, anll R7 nulls the input offset voltage.

The additional gain provided by the front end increases the overall de gain to
ao = 3 x 107 V/Y. Other measured parameters are inw = 1.5 pA/JHi, TC(Vos) =
0.1 /lVrC (max), GBP = I~O MHz with Ao = 103 VIV, and CMRR.tB = 130 dB.
Similar from-end designs can be used to improve the noise characteristics of other
crilical circuits. such as instrumemation amplifiers and audio preamps.

PROBLEMS

7.1 Noise properties

7.1 Two IC noise spot measurements, performed respe<:tively at f, = 10 Hz and j, » f",
yield e,l;.) =20 nV/.,,!HZ and e,(j,) =6 nV/JHZ. Find the rms noise from t mHz
10 I MHz.

7.9 The specttal noise e,. of a certain amplifier helow 100 Hz consists of IIf noise with
f" = I Hz and e,.. = 10 nV/.,,!HZ; from 100Hz to I kHz it rolls off at the rate of
-I decldec; from I kHz to 10 kHz it is again conslantatl nV/.,,!HZ; and past 10 kHz
it rolls off at the rate of -I dec/dec. Sketch and label e•• , estimate the total rms noise
above 0.01 Hz, and confirm using the pink-noise tangent principle.

j

7.10 The LTIOO9 2.5-V reference diode (Linear Technology), when suit~ biased, acts as
a 2.5-V source with superimposed noise ofthe type e~ ~ (118 nV/v'HzJ' (301f + I). If
the diode vollage is sent through an R-C filter with R = 10 kn and C = J /IF, estimate
the peak-to-peak noise that one would observe at the OUtput over a I-minute interval.

7.3 SOU..... 01...

7.11 Find a resistance that will produce the same amount of room-temperature noise as a
diode operating with (a) a forward-bias current of 50 !LA, and (b) a reverse-bias current
oft pA.

7.11 (a) Show that the tOlal rms noise voltage across the parallel combination of a resistance
R and capacitance C is E, =./fTTC, regardless of R. (b) Find an expression for the
total rms value of the noise current nowing through a resistance R in series with an
inductance L

7.13 (a) Find a resistance that produces the same e.w as a 741 op amp at room temperature.
(b) Find a reverse-biased diode current that produces the same i.w as a 741 op amp.
How does this current compare with the input bias current of the 741?
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7.4 Op omp nolle

7.14 In the difference amplifier of Fig. 1.17 let R, "" Rs "" 10 krl and Rz=R. =100 krl.
Find the total output noise E.o above O. I Hz if the op amp is (a) the 741 type. and
(b) the OP-27 type. Compare also the individual components E."" E.... and E..R, and
comment. For the 741 assume f, = I MHz. e.w = 20 nVlJHz. Ie< = 200 Hz. i.w =
0.5 pAIJHz. and I" = 2 kHz; for the OP-27 assume It =8 MHz, e.w =3 nV/JHz.
I" =2.7 Hz. i.w =0.4 pAlJHz, and I" = 140 Hz.

7.15 Using a 741 op amp. design a circuit that accepts three inputs v,. Vz. and V3. and yields
Vo = 2(., - .z - '3); hence, estimate its total output noise above 1 Hz.

7.16 In the hridge amplifier of Fig. PI.74 let R = 100 krl and A = 2 VIV, and let the op
amps he 741 types. Estimate the total output noise above I Hz.

7.17 (a) Find the total rms output noise above 0.1 Hz for the I-V converter of Fig. 2.2 if
R =10krl, R, =2krl, R, =18 krl, and the op amp is the OP-27, whosecharacterislics
are given in Problem 7.14. (b) Find the SNR if i, is a triangular wave with peak values
of ±IO /LA.

7.18 (a) Find the total oUlput noise abov~ 0.1 Hz for the inverting amplifier of Fig. Pl.54
if all resislances are 10 krl and the op amp is Ihe 741 type. (b) Find the SNR if
v, = 0.5 cos 100, + 0.25 cos 300, V.

7.19 A JFET-input op amp with e. w =18 nV/JHz, I" =200Hz. and f, =3 MHz is config­
ured as an inverting inlegrator with R =159 krl and C = I nF. Estimale the total oulpUI
noise above I Hz.

7.20 It is required 10 design an amplifier wilh Ao = 60 dB using op amps with GBP =
I MHz. Two allemalivesarebeingevaluated.namely.asingle-op-amp realizalion and
a two-op-amp cascade realization of the Iype of Example 6.2. Assuming the resistances
are sufficiently low to render current and resistor noise negligible, which of Ihe Iwo
configurations is noisier and by how much?

7.21 Using the OP-227 dual op amp, design a dual-op-amp instrumentation amplifier wilh a
gain of 10' VIV, and find its total oUlput noise above 0.1 Hz. Try keeping noise as low
as practical. The OP-227 consists of two OP-27 op amps in the same package, so use
the data of Problem 7.14.

7.22 With reference 10 Ihe triple-op-amp instrumentalion amplifier of Fig. 2.20. consider
Ihe first stage. whose oUlputs are vo, and vo,. (a) Show Ihal if OA, and OA, are
dual op amps with densities t n and in. the overall input power density of this stage is
e'. = 2ez+ [(RG 1l2R,)i. I'/2 + 4kT(RG 1l2R3). (b) Estimale Ihe lolal rms noise pro­
d~ced b; Ihis stage above 0.1 Hz if RG = 100 rl, R, = 50 kO. and the op amps are
from the OP-227 dual-op-amp package, whose characterislics are Ihe same as Ihose of
the OP-27 given in Problem 7.14.

7.23 (a) In Ihe triple-op-amp instrumenlation amplifier of Fig. 2.21 let the pot be adjusted
for a gain of 10' VI V. Using the resulls of Problem 7.22. eslimale the tOlal.oulput
noise above 0.1 Hz. (b) Find the SNR for a sinusoidal inpul having a peak amphlude of

IOmV.

7.24 Use PSpice 10 verify the CFA noise calculations of Example 7.10.

7.25 The circuit of Fig. 7.12a has R, =R3 =10 0 and Rz=10 kO. and its output is
observed through a band-pass filter having NEB =100 Hz. The reading is 0.120 mV
(rms). and it can be regarded as being primarily vollage noise since the resistances are
so small. Next. a 500-kO resislor is inserted in series wilh each input pin of the op amp
10 generate subslanlial currenl noise. The oUlput reading is now 2.25 mV rms. Find e.
andill •

7.26 (a) Derive the transfer function of the noise filler of Fig. 7.16. (b) Modify the circuit so
Ihat it works as an inverting voltage amplifier with H = -IOHep...

7.27 Using Iwo O.I-/LF capacitances, specify resistances in the noise filter of Fig. 7.16 for
10 = 100 Hz and Q = 1/2. If the op amp is the 741 type. find the lo.tal rms noise
generated by the filter above 0.01 Hz wilh Vi and Ii both set to zero.

7.28 Using the vollage-input oplion of the noise filter of Fig. 7.16, design a circuit to filler
the voltage of the LTi009 reference diode of Problem 7.10 for a total output noise
above 0.01 Hz of I /LV (rms) or less. Assume an OP-27 op amp whose characterislics
are given in Problem 7.14.

7.29 (a) Find a capacilance C thaI when connecled in parallel with Rz in the inverting
amplifier of Example 7.7 will lower the signal-gain bandwidth 10 I kHz. How does il
affect noise? (b) Repeal bul also wilh a O.I-/LF capacitance in parallel with R3.

7.5 N.... In pbotodlode ompll8en

7.30 Use PSpice 10 plol e."" e.,", e..R, and e.. for the circuil of Example J.II. Hence, use
the ..... and ".qre" Prohe functions to find E...

7.31 Invesligale Ihe effect of connecling an addilional capacitance C/ = 2 pF in parallel
with Rz in the photodiode amplifier of Example 7.11. How does il affect noise? The
signal-gain bandwidth?

7.32 Use PSpice 10 confirm Example 7.12.

'U3 Derive Eqs. (7.33) and (7.34).

7.34 Rework Example 7.11. but with Rz replaced b)'"ll T-network with Rz = 1 MO, R, =
2 kO, and R. = 18 kO, everything else staying the same. Comment on your findings.

7.35 Verify Example 7.13 via PSpice.

7.36 Modify the circuit of Example 7.13 to filter noise wilhoul significantly reducing the
signal bandwidth. Whal is the total output noise of your circuit?

7.6 Low·nolse op ampo

7.37 A popular noise reduclion lechnique is to combine N identical voltage sources in the
manner of Fig. P7.37. (a) Show that if the noise oflhe resistors is negligible, the output
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densityeml is related to the individual source densities e,l as e"., = e"j...{N. (b) Find
the maximum value of the resistances in terms of en so that the nns noise contributed
by the resistances is less than 10% orthe rms noise due to the sources.

346

CHAPTER 7

Noise

.'IGURE P7,J7

R
•••~'o

...~

8

STABILITY

REFERENCES

I. H. W. Ott, Noise Reducti/In Techniques in Electronit· Systems, 2d ed., John Wiley &
Sons, New York, 1988.

2. C. D. Motchenbacher and J. A. Connelly, Low-Noise Electronic System Design, John
Wiley & Sons, New York, 1993.

3. A. P. Brokaw, "An IC Amplifiers User's Guide to Decoupling, Grounding, and Making
Things Go Right for a Change," Application Note AN-202, Applications Referent'e
Manua/, Analog Devices, Norwood, MA, 1993.

4. A. Rich, "Understanding Interference-Type Noise," Application Nole AN-346, and
"Shielding and Guarding," Application Note AN-347, Applications Reference Manual,
Analog Devices, Norwood, MA, 1993.

5. A. Ryan and T. Scranton, "Dc Amplifier Noise Revisited," Analog Dialogue, Vol. 18,
No. I, Analog Devices, Norwood, MA, 1984.

6. M. E. Grochalla, "Measure Wide-Band White Noise Using a Standard Oscilloscope,"
EON, June 5,1980, pp. 157-160.

7. P. R. Gray and R. G. Meyer, Analysis and Design ofAnulog Integrated Circuits, 3d ed.,
John Wiley & Sons, New York, 1993.

8. S. Franco, "Current-Feedback Amplifiers," Analog Circuit Design: Art, Science, and
Personalities, J. Williams ed., Butterworth-Heinemann, Stoneham, MA, 1991.

9. W. Kester, "High Speed Operational Amplifiers," High-Speed Design Techniques, Ana­
log Devices, Norwood, MA, 1996.

10. R.~. Stitt, "Circuit Reduces Noise from Multiple Voltage Sources," Electronic Design,
Nov. 10, 1988, pp. 133-137.

II. J. G. Graeme, Photodiode Amplifiers...()p Amp Solutions, McGraw-Hill, New York, 1996.
12. G. Erdi, "Amplifier Techni4\Jes for Combining Low Noise, Precision, and High Speed

Performance," IEEE J. Solid-State Circuits, Vol. SC-16, Dec. 1981, pp. 653-661.
13. A. Jenkins and D. Bowers, "NPN Pairs Yield Ultralow-Noise Op Amp," EON, May 3,

1984, pp. 323-324.

8.1 The Stability Problem
8.2 Stability in Constant-GBP Op Amp Circuits
8.3 Internal Frequency Cumpensatiun
8.4 External Frequency Cumpensation
8.5 Stability in CFA Circuits
8.6 Composite Amplifiers

Problems
References

Since its conception by Harold S. Black in 1927, negative feedback has become a
cornerstone ofelectronics and control, a~ well as other areas uf applied science, such
as biological systems modeling. As seen in the previous chapters, negative feedback
results in a number of performance improvements, including gain stabilization
against process and environmental variations, reduction of distortion stemming from
component nonlinearities, broadbanding, and impedance transformation. These ad­
vantages are especially startli"g if feedback is applied around very high-gain ampli­
fiers such as op amps.

Negalive feedback cumes at a price, however: the possibility of an oscillatory
state. In general, oscillation will result when the system is capable of sustaining a
signal around the loop regardless of any applied inpul. For this tu occur, the system
must provide enough phase shift around the loop to turn feedback from negative to
positive, and enough loop gain to sustain an output oscillation without any applied
input.

. This chapter provides a systematic investigatiun uf the conditiuns leading to
IDstabilily as well as suitable cures, known as!requenty-compensation techniques,
to stabilize a circuit so thaI the benefits uf negative feedback can be fully
realized.
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8.1
THE STABILITY PROBLEM

The advantages of negative feedback are realized only if the circuit has been stabi­
lized against the possibility of oscillations. For an intuitive discussion, I refer again
to the feedback system of Fig. 1.21. As we know, whenever the amplifier detects
an input error Xd, it tries to reduce it. It takes some time, however, for the ampli­
fier to react and then transmit its response back to the input via the feedback net­
work. The consequence of this combined delay is a tendency on the part of the
amplifier to overcorrect the input error, especially if the loop gain is high. If the
overcorrection exceeds the original error, a regenerative effect results, whereby
the magnitude of Xd diverges, instead of converging, and instability results. Sig­
nal amplitudes grow exponentially until inherent circuit nonlinearities limit further
growth. forcing the system either to saturate or to oscillate, depending on the order
of its system function. By contrast, a circuit that succeeds in making Xd converge is
stable.

ITI (dB)

l.--------.:~T-i...-f (dec)

k:--------.:..:+-'---f (dec)

_90'

-180"
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FIGURE 8.1
Visualizing gain margin OM and phase margin t/>m.

Gain Margin

A quantitative measure of stability is offered by the gain margin. defined asWhether a system is stable or unstable is determined by the manner in which its
loop gain T varies with frequency. To substantiate, suppose a frequency exists at
which the phase angle of Tis _180°; call this frequency l-t80". Then. T(jl-18O")
is real and negative, indicating that feedback has turned from negative to positive. If
IT(jI-18(},)1 < I, then Eq. (1.40), rewritten here as

I
OM =20 log :=,-:-:---.,.,

IT(jl-18O"1I
(8.1)

Pha...e Margin

The phase margin is visualized in Fig. 8.1 (bollom). To investigate its signifi­
cance, we write T(jlx) = II",,. - 1800 =-exp(jt/>,.). The error function is then

An alternative and more common way of quantifying stability is via phase. In this
case we focus on <r.T(jlx), the phase angle of T at the crossover frequency lx,
where ITI = I by definition, and we define the phase margin "',. as the number of
degrees by which we can lower <r.T(jIx) before it reaches - 180° and thus leads to
instability. We have "',. = <r.T(jfx) - (-180°), or

The OM represents the number of decibels by which we can increase IT(jf-180") I
before it becomes unity and thus leads to instability. For instance, a cireuit with
IT(j1-180" 1I = I/ v'TIi has OM = 20 x log10 v'TIi = 10 dB, which is considered a
reasonable margin. By contrast, acireuitwith IT(jf-180") I= I/J2hasOM =3dB,
not much ofa margin: only a modest increase in the gain a because of manufacturing
process variations or environmental changes may easily lead to instability! The OM
is visualized in Fig. 8.1 (top).

(8.2)"',. = 180° + <r.T(jlx)

indicates that A(jf-180") is greater than a(jI-18O") because the denominatoris less
than unity. The circuit is nonetheless stable because any signal circulating around the
loop will progressively decrease in magnitude and eventually die out; consequently,
the poles of A(s) must lie in the left half of the s plane.

If IT(jl-180" 1I = I, the above equation predicts A(jf-180") -+ 00, indicating
that the cireuit can now sustain an output signal even with zero input! The circuit
is an oscillator. indicating that A(s) must have a conjugate pole pair right on the
imaginary axis. Oscillations are initiated by ac noise, which is always present in
some form at the amplifier input. An ac noise component Xd right at 1=1-180"
results in a feedback component x f =- Xd, which is further multiplied by - I in the
summing network to yield Xd itself. Thus, once thIS ac component has entered the
loop, it will be sustained indefinitely.

If IT(jl-180")1 > I, mathematical tools other than the foregoing equation are
needed to predict circuit behavior. Suffice it to say here that now A(s) may have
a conjugate pole pair in the right half of the s plane. Consequently, once started,
oscillation will grow in magnitude until some circuit nonlinearity, either inherent,
such as a nonlinear VTC, ordeliberate, such as an external clamping network, reduces
the loop gain to exactly unity. Henceforth, oscillation is of the sustained type.

A . = a (jf_1 80")
(Jf-180") 1+ T(jf_180o )
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FIGURE '.1
lIIustrating gain peaking OP and overshoot OS.

FIGURE '.3

OP and OS as functions of .pm for a second-order all-pole system.

in the Iiterature,2 where it is found that

2Q2
GP = 2010g\0 for Q > 1/../2 (8.4)

v'4Q2 - I

OS (%) = IOOexp n for { < 1 (8.5)
I-{

,pm = cos-I ( V4{4 + 1- 2{2) = cos-I ( VI + 1/4Q4 - 1/2Q2 ) (8.6)

Combining these equations yields the graphs of Fig. 8.3, which relate peaking and
ringing to the phase margin. We observe that peaking occurs for,pm ::: cos-I (../2 ­
I) = 65.5°, and ringing for",," ::: cos-I (-/5 - I) = 76.3°. It is also worth keeping

T
t

(8.Ja)

(8.3b)

10-'
IT(j1l1 = III + (f/1O')2)[1 + (f/lo")2)[1 + (//107)21\1/2

<f.T(j1l = -ttan-'(fjlo'l+ tan-'(fjlo"l+ tan-I (1/107
))

..

(a) To find OM we need to know 1-'80"' The figure indicates that I MHz:;: 1-,0»':;:
10 MHz. Start out with 5 MHz, as an initial estimate, then use Eq. (8.3b) to find the
actual value by trial and error. Letting I = 5 MHz in Eq. (8.3b) yields <f.T(j5 x
10") = -195.3". This is too large, so try I = 3 MHz. This gives <f.T(j3 x 10") =
-178.3", which is too small. After a few more trials we find that <f.T = -180" for
1= 3.16 MHz. Then, Eq. (8.3a) gives IT(j3.16 x 10")1 = 91.04 x 10-'. Finally,
Eq. (8.1) gives OM = 20.82 dB.

(b) Tofind.pm, we need to know I,. The figure provides the initial estimate I = I MHz.
Substituting into Eq. (8.3a) gives IT(j 10")1 = 0.7036, which is too small. So, try

I =700 kHz; this yields IT(j700 x 10')1 = 1.167, which is too large. After a
few more iterations we find that ITI = I for 1=784 kHz. Then, Eq. (8.3b) gives
<f.T(j784 x 10') = -132.6", and Eq. (8.2) gives.pm = 47.4".

(e) For.pm = 60", we want IT(II-,,,,,) I = I. Using Eq. (8.3b) we find, by trial and
error, 1-12<>" =512 kHz. The value of the denominator of Eq. (8.30) at this fre­
quency is 57&!. Clearly, for ITlto be unity at this frequency, its de value To must
be lOWered from 10-' to 57&!.

The presence of peaking in the frequency domain is usually accompanied by ringing
in the time domain, and vice versa. As illustrated in Fig. 8.2, the two effects are
quantified in terms of the gain peaking GP, in decibels, and the overshoot as, in
percentage. Both effects are absent in first-order systems since it takes a complex
pole pair to produce them. For a second-order ail-pole system, peaking occurs for
Q > 1/../2, and ringing for { < I, where the quality factor Q and the damping ratio
{ are related as Q = 1/2{, or { = 1/2Q. Second-order systems are well documented

1/11 + I/T(j[dl= 1/11- eXp(-j</Jm)l. Using Euler's identity exp(-j,pm)=
Cos,pm - j sin ,pm, along with Eq. ( 1.43), we get

IA(j!,)1 =IAideal(jfdl x /
V (I - cos ,pm)2 + sin2 ,pm

Calculating the error function lor different values of ,pm we gel 0.707 lor,pm = 90°,
t for,pm =60°,1.31 for,pm =45°,1.93for,pm = 30°, 3.83 for,pm = 15°, and 00

for,pm = 0°. It is apparent that for,pm <60° we have IA(j!,)1 > IAideal(j!,lI,
indicating a peaked closed-loop response. Moreover, the lower ,pm is, the more
pronounced the peaking. In the limit,pm ~ 0 we get IA(j!,)1 ~ 00, or oscillatory
behavior. In practical designs, a typical lower limit for,pm is 45°, with 60° being
more common.

EX'" MPLE 8.1. The loop gain of Fig. 8.1 has been drawn for To = 104 and three pole
frequencies at 100 Hz, I MHz, and 10 MHz. Find (a) OM, (b) .pm, and (e) To for
.pm = roo.
Solution. We have
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in mind the following frequently encountered values of GP (t/>m) and OS (t/>m):

Depending on the case, a closed-loop response may have a single pole, a pole
pair, or a higher number of poles. Mercifully, the response of higher-order circuits
is often dominated by a single pole pair, so Ihe graphs of Fig. 8.3 provide a good
starting point for a great many circuits of practical interest.

estimate t/>m via Eq. (8.7). The following cases arise so frequently that it is worth
keeping them in mind.

(
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Siability GP (60°) ;:; 0.3 dB

GP (45°) ;:; 2.4 dB

OS (60°) ;:; 8.8%

OS (45°) ;:; 23% ROC ;:; 20 dB/dec =? t/>m ;:; 90°

ROC ;:; 30 dB/dec =? t/>m ;:; 45°

ROC :;= 40 dB/dec =? t/>m ;:; 0°

ROC > 40 dB/dec =? t/>m < 0°

(8.9a)

(8.9b)

(8.9c)

(8.9d)
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Finding TUsing PSplce

For instance, in the region of constant GBP of an op amp, we get the familiar result
la(j/t)l/la(jh)1 = (!IIh)-t = hilI.

We shall also make frequent use of the propertyThat for any two frequencies located
within a region of constant slope of ±n20dB/dec, we have

The Rate of Closure (ROC)

We are now ready to develop a quick means for assessing stability from magnitude
Bode plots for minimum-phase systems, that is, for systems having no roots in the
right half of the s plane. To this end, let us first study the plots of Fig. 8.4, which
pertain to the single-root function H(jf)=(1 + ifllo)±I, where -I holds for
a pole frequency, and +I for a zero. Denoting Ihe slope of IHI as Slope(iHI),
we observe that for I ~ 10/10, Slope(ifll> -> 0 dB/dec and <s:.H -> 0°; for I 2:
10/0, Slope(IHI> -> ±20 dB/dec and <s:.H -> ±900

; for 1=/0, Slope(IHI> ->
± 10 dB/dec and <s:.H -> ±45°. We can empirically derive phase (in degrees) from
slope (in decibels per decade) as

IH(j/I)lfIH(ih)1 = (fl/h)±n (8.10)

This cOlTelation holds also if H (s) has more than one root, provided the roots are
real, negative, and well separated, say, at least a decade apart.

Next, suppose both la I and II I fJ I have been graphed. Observe the slopes of the
two curves at the crossover frequency lx, and call the magnitude of their difference
the rate 01 closure.

<s:.H;:; 4.5 x Slope (IHI> (8.7) PSpice is a powerful tool for finding T, especially when complex transistor-level
or macromodel-Ievel circuits are involved. A convenient method, developed by
S. Rosenstark,3 requires that we break the loop, inject a test signal in the forward
direction, and perform two measurements at the return end, namely, the measure­
ment of the open-circuit voltage Vre, and the short-circuit cUlTent l ret. Then, we
calculate

ROC = ISlope(ial> - Slope(ll/fJl>l/=l. (8.8) -I
T = ---:::----:--=-

I/Toc + 1/T.,e
(8.11)

".,.
~.

Considering that <s:.T(ilx)=<s:.a(jlx)-<s:.fJ-l(jlx), we can use the ROC to

+20 dB OdB 0"

+IOdB 45" -todB 45"

OdB 0" -20 dB -90"

foliO 10 10/0 folIO 1010

«(I) (b)

FIGURE '.4
Graphical illustration of the relationship <s:.H 2: 4.5 x Slope (i H Il for (a) a zero and (b) a
pole.

where Toc = Vret! Vtes, and Tso = lret!hest. V'est and I'est being the voltage and cur­
rent at the point of test-signal injection. The advantage of this method is that we can
break the loop at any point we wish, without hilYing to worry about the termination
issues raised in Section 1.7.

The procedure is illustrated in Fig. 8.5 for a 741 op amp with fJ = 0.5. The
circuit includes also RL and CL to model a typical output load, and Cn to model the
stray capacitance of the inverting-input interconnections. Though we have chosen to
break the loop at the output of the op amp, we could have broken it at any other point,
such as at the inverting-input pin (see Problem 8.8). The only constraint is that as
we break the loop we must maintain de continuity for PSpice to perform the de bias
analysis. In Fig. 8.5a we use the source V, to inject a test signal, a conveniently large
shunt capacitance Coa to establish an ac short at the return end, and the source Vr to
sense the short-circuit return cUlTent. In Fig. B.5h we use the source G, to inject a
test signal, and a conveniently large series inductance Loa to maintain de continuity
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ZQAac 0 1 10 11 2 ua'f,l

Vr26dcDV
vt .. 3 &0 tv
COO 6 0 1IlAIgp

·Circuit to find Toe:

Illoe 0 5 lOOt

R20e 5 7 lOOt

Cooc 5 0 5p'
IlLOC 7 0 2t
CLoc 7 0 100pP

XOAoc 0 5 10 11 6 ua7U

LOO 6 7 1IIagB

Ot07631a

.&C dec 10 lBa 10Mega•

.probe ,'fee. I(Vr)/I(Vt), Toe • V(6)/V(1).-
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(al

"119"1 tude of ro

,1Il

°1
...... ~...._--- ..-.._-_._----._._- ---_ ..------- --'--'. ------- --_ .. -...

a ..11 (VU/IC'Ir)+'II7J/VI6)) • 0

·'*1 --,
•
Dd1

'".---.----.--.. --...--.--- .. --- .. ---.-~.-------- .. -.-----r'---' ..•
a,CIIZ lOOH1: UINt, 1 _ortiz unt,

• -911(Yt)/IIYf)+'I(1)/Vt611-11O

''--'"
FIGURE I.'
Bode plots of T for the op amp circuit of Fig. 8.5.

The results of the simulation are shown in Fig. 8.6. Using the cursor facility of the
Probe postprocessor, we find Ix ~ 390 kHz and <f.TUlx) ~ _134°, indicating a
phase margin tPm ~ 46°.

CL

l lOOPF

(b)

5R,

..
.lotting the Loop Qain ,.:
.lib ••al.lib
vee 10 0 4c 15V

VII 11 0 4c -15V

·Circuit to fiod ,..C I
abc: 0 1 lOOk
.2.0 1 :I lOOk
CIlIlc 1 0 5pP

IlLIIc 3 0 2t
CUe 3 0 lOOp,

FIGURE 1.5

PSpice circuits to find T" and T",.

while providing an ac open. The PSpice circuit file uses the 741 Byle macromodel
as follows.
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8.2
STABILITY IN CONSTANT-GBP OP AMP CIRCUITS

Op amps with a constant GBP are said to be unconditionally stable because with
frequency-independent feedback, or 1:fJ =0, they are stable for any fJ :::: I VN.
Since we now have 4:T = 1:(afJ) = 4:a, and <ia(jlx);:: -90", these circuits enjoy
<Pm = 1800 + 1:a(jIx) ;:: 1800

- 90° = 90°. Look at Figs. 6.5b and 6.7b to appre­
ciate the unconditional stability of Ihe noninverting and inverting amplifiers: in both
cases the rale of closure is ROC = 20 dB/dec.

As the transition frequency I, is approached, constant-GBP op amps exhibit
additional phase lag due to higher-order poles. Typically, 1:a(j/I);:: -120°, so
60° :::: <Pm :::: 90°, depending on the value of fJ. The circuit with the lowest phase
margin is Ihe vollage lollower, for which fJ = I VN and Ix = I,. We observe that
an op amp that has been stabilized for voltage-follower operation will be stable also
as an inverting integrator, since the laller has fJ(jfx) = 1 VN. Look at Fig. 6.25b
to convince yourself.

dB

f,
11 fJo I--__~

oI-----+----':---:--':---~--~f (log)

fJol----""
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Feedback Pole

The error funclion coincides with the second-order low-pass function HLP defined
in Eq. (3.44). Its characteristic frequency I, is visualized in Fig. 8.7 as the geometric
mean of I, and flof,. We also note that the lower I, compared to fJo/" the higher the
Q and, hence, the more pronounced the peaking and ringing. We shall now investigate
the most common examples of feedback poles, along with suitable stabilization
techniques.

(b)

f.
o L-....J-_L-.-r-__...J-__~--f(dec)

,
'" IfJl

"0

dB

FIGURE 8.7
Illustrating the effect of a pole wilhin the feedback loop of an
internally compensated op amp.

(0)

FIGURE 8.8
Uncompensated differentiator.

As we know, the differentiator of Fig. 8.8a gives, in the limit a -+ 00, Hidea' =
-UI/lo), where 10 = 11211 RC is the unity-gainlrequency. To find·the actual trans­
fer function H(jf), we observe that fJ=ZC/(Zc + R), Zc= 1/j211IC, where
we have assumed rd = 00 and ro =0 for simplicity. Expanding gives fJUf) =

The D1frerentlator Circuit

(8.13a)

(8.13b)

I
A(jf) = Aideal x -;----'--:-:-::--:--2'------:-:--:-:-::-:-=

1- U/.fx) + Uf!lx)/Q

fx = J l,fJo/, Q = J fJoltiI,

If the feedback network includes reactive elements, either intentional or parasitic,
slability may no longer be unconditional, and suitable measures may have to be
taken to raise <Pm. Of special concern is the case of a single feedback pole, or

fJ(jf) = I +~llp (8.12)

where fJo is the dc value of the feedback factor. Note that a pole (or a zero) of fJ
becomes a zero (or a pole) for IIfJ. Since we are going to be working with I/fJ
ralher than fJ. we find il more appropriate to use the symbol I, instead of I p . (The
reader is cautioned against confusing the two!)

The effect of a feedback pole is illustrated in Fig. 8.7 for the case I, « fJoft.
At f = Ix we have Slope (Iall ;:: -20 dB/dec and Slope (II IfJll ;:: +20 dB/dec, so
ROC ;:: 1-20 - (+20)1 = 40 dB/dec. By Eq. (8.9c), <Pm;:: 0°, indicating a circuit
on the verge of osci lIation. We can gain additional insight by examining the error
function 1/(1 + liT). Using Ihe high-frequency approximation a;:: ltijf and let­
ting II T = (lla) x (I IfJ) = (jf!/r) x (I + jf!1,)/fJo, we get, after straightforward
algebra,
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(8.16)

(8.17)

dB

(b)

>--+-<l Vo I +R2/R, I-'-~F--w.._""..- 'm=90"

o f (dec)

(a)

where Cd is the differential capacitance belween Ihe inpul pins; Cc12 is the commofl'
mode capacitance of each input to ground. so that when Ihe inputs are tied together
the net capacitance is the sum of the IWO; and Ce,. is the extemal para.,itic ca,',,,,,
itaflce of components. leads. sockets. and printed-circuit traces associated with the
inverting input node. Typically. each of the above componenls is on Ihe order of a
few picofarads.

As in Ihe case of Ihe differentialor. en creates a feedback pole whose phase
lag erodes 4>m. A common way of counteracting this lag is by using a feedback
capacilance Cf to creale feedback phase lead. This is illustrated in Fig. 8. lOa for
Ihe inverting case. Assuming rd =00 and ro =0. we have IIIl = 1+Z2/ZI, where
Z. = R. II (\/i2:rrfCn) and Z2 = R211 (\li2:rrfCf). Expanding. we get

.!. = (I + R2) 1+ if/f,
Il RI 1+ jfl!p

Stray Input Capacitance Compensation

All practical op amps exhibit stray input capacitances. Of special concern is the nel
capacitance Cn of the inverting input toward ground.

wheref, = 1/[2:rr(R.1I R2)(Cn + Cf)J and fp = 1/2:rrR2Cf·
IntheabsenceofCf we have IIIl = (\ + R2IR,)(1 + jf[2:rr(RIIi R2)C" II.

indicating thatlhe II IIII curve bends upward. If its break frequency is located well
below the crossover frequency. we have ROC ;: 40 dB/dec. or a circuit on the verge
of oscillation. This situation corresponds 10 the curve 4>m ;: 0 in Fig. 8. lOb.

FIGURE ••10

Stray input capacitance compensation.

c,

(8.15)

(8.14a)

(8.14b)

dB

Rs ;: Rllft/fo

EXAMPLE 8.2. A 741 op ampditTerentialor has R = 159 kQ and C = 10 nF. Find I,.
Q. and <Pm.

Snlution. We have Jo = 1/(2rr x 159 x 10' x 10 x 10-9
) = 102 Hz, !, = (100 x

10")1/2 = 10kHz, Q = (l0",LJ02)'/2 = 100. <tT(jJ~) = <taU!,) - <l:(1//lU!,lI =
-tan-' (/,/!,) -tan-'(!,/!o) ~ _90° -tan-'(IO'/l02) = -179.4", <Pm = 180"­
179.4" =0.6°.

1/(1 + jf/fo). Applying Eq. (8.13) 10 the presenl case. we get

H(jf) = -(jf/fo) x HLP

J~ = ../ToT. Q = ../TrTTu
As depicted in Fig. 8.8b. Ihe circuil exhibils an intolerable amount of peaking and
is thus on the verge of oscillalion.

Thus, for 4>m =45° in Example 8.2. use Rs;: 1591/lo6;lOO = 1.59 kQ. Ifa greater
phase margin is desired, the second break frequency can be lowered further. but
at the price of further reducing the frequency range of near-ideal differentiator
behavior.

A common way of slabilizing the differentiator is by adding a series resistance
Rs as in Fig. 8.9a. At low frequencies Rs has little effect because Rs « IZcI.
However. at high frequencies, where C acts as a short compared to Rs • the asymptotic
value becomes 1IIIlooi = 1+ RI Rs , indicating the creation of a break frequency
past which the II IIII curve flattens out. If we position this breakpoint right on the la I
curve. as in Fig. 8.9b. then we obtain ROC = 30 dB/dec. or4>m = 45°. by Eq. (8.9b).
To find the required Rs• impose 1+ RI Rs = la(jf,)1 = ftlf, = ../TtTTo » I. This
gives '

I
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(a)

FIGURE •.9
Compensated differentiator.

(b) Inserting Cf creates a second breakpoint at fp beyond which the II IPI flattens
out toward the high-frequency asymptole Illloo = I + Zc IZc, = I + CnlC f. By
properly positioning Ihis second breakpoinl we can increa~e tPm. For tPm ;: 45° we
place fp right on the lal curve. so fp = Ilook Rewriting as 1/2:rr R2Cf = It 1(1 +



Alternatively, we can compensate for <Pm = 90°. In this case we place I p right on
top of I, so as to cause a pole-zero cancellation. This makes the IIIPI curve flat
throughout, or IIPoo = II/PoI. Rewriting as I +CnlCf = I + R21RI yields
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-2.0\1'+- - - - - ••• - •••••• ~-. --. ----- - --- - .,- ••.• - - --- -- - -- - -•••• (
Ot lOtaa 2,QII,a 3.otu 40p.1

D • yel)

-60 ~ •• -••••• - •••••••••••• , ••••••• - ••••••••••••••p-.-•..••.. -.--. ···i
10C1lHz 1.ClI'Ik lc:nta locntz

D • dl(Y(l)/VCO.2» .to ...(YU}/Y(22U 0 ••ey(,}/yel)
Fr...."CJ

eo r·---········-·················----------·-·······----.- ,
: Open-loop 9"ln :

UncoIIpeMetM l/bet.

CoIIpenutect clo.... l00p pin

IN --- -.--- .---- •• -.-------------- -------.----- - - •• -- •• ------ ----·-1

Stray input Cl.~clt'Dc, cOIIPIiD••tiODI

vI 1 0 Ie tv pul•• (0 tV 0 b, Inl tUI lUI)

R1 1 2 10k

en 2 0 16p'
a2 2 1 10k

Cf 2 1 Up'

••0 5 0 0 :I Illig ,aO • 1 V/uV

Req 5 6 tll.g

ceq 6 0 '7. 'SID!' , fb • 20 Bs

eout 3 0 , 0 1 ,output buffer

·Circuit to plot tIbet.:

Uf 1 22 10k

elf 1 22 Up. •
au 22 0 10k

eDt 22 0 Up'

•Ie die 50 lOOltBa lOO••gBI

•trAIl 10ni foUl Onl 10ni

.probe ,._V(3}/V(O,2), lIbeta.V(l)/VU:l), A-V(l)/V(1l1 .o(t}.v(])

•end

The results of the simulation, shown in Fig. 8.12, confinn the stabilizing effect of CI as
well as the closed-loop pole frequencies of 332 kHz and 10 MHz.

(8.18b)

(8.18a)for <Pm ~ 45°

for <Pm = 90°

EXAMPLE 8.3. In Fig. 8.IOa let R, = R, = 30 kO, and C,,, = 3 pF. Moreover, let
the op amp have GBP = 20 MHz, Cd = 7 pF, and Ce l2 = 6 pF. (a) Find t/J.. with CI
absent. (b) Find C f for t/J.. ;:: 90". (c) Find AUf) after compensation. (d) Verify with
PSpice.

Solution.

(a) We have I + R,fR, = 2.C. =7+6+3 = 16pF, f, = 1/(2,.. x 15 x lIP x 16 x
10-") = 663 kHz, and liP = 2[1 + ifl(663 kHz»). Using Eq. (8.13h) we find
Q = 3.88, and using Eq. (8.6) we find t/J.. = 14.7"-not a very convincing margin.

(b) Use CI = (30/30) 16 = 16 pF.
(c) We have fp = 1/2,.. R,CI = 332 kHz and Pooh = (/2)20 = 10 MHz, so

. - -I VIV
A(jf) - [I + ifl(332kHz»)[1 + ifIOOMHz))

(d) With reference to Fig. 8.11, we write the following file.

Moreover, the crossover frequency is Pool, =Pol, = IrI(1 + R21RI). This tech­
nique, also called neutral compensation. is similar to oscilloscope probe compensa·
lion.

We observe that the introduction of Cf yields, in the limit a .... 00, Aideal =
-Z2IRI = (-R2IRI)/(1 + jfllp ); that is, Aideal is frequency-dependent with
a pole frequency at 1= Ip • Moreover, the error function 1/(1 + liT) has a pole
frequency at the crossover frequency Pook Hence, the actual gain A(jf) = Aideall
(I + liT) has a pole-frequency pair, namely, I p and Pook

CnlCf) gives360

,
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FII;lJRF. 8.11

PSpice circuit of Example 8.3. FIGURE 8.11
Frequency and transient responses of the circuit of Fig. 8.11.
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Amp Cirellils

(b)

dB

(a)

FIGURE '.14
Capacitive loading.

A 0---#--_----,11/'-------,

00----1

R,

A o---..No--*'----lf-----,

FIGURE '.15
Stabilizing a capacilively loaded op amp circuit.

The capacitance CL forms a pole with the open-loop output resistance r".
Ignoring loading by the feedback network. the loaded gain can be expressed as

_ I

atoaded = a 1+ if/lp
where I p = 1/21fr"CL. As shown in Fig. 8.14b. the effect of the pole is to increase
the ROC and thus invite instability. Looked at from another viewpoint. CL will tend
to resonate with the equivalent inductance LOll of the closed-loop output impedance
Zo investigated in Section 6.3. Hence. intolerable peaking and ringing may ensue.

The popular cure depicted in Fig. 8.15 uses a small series resistance Rs to
decouple the amplifier output from CL, and a small feedback capacitance Cf to
provide a high-frequency bypass around CL as well as to combat the effect of any
stray input capacitance Cn' It is possible to specify the compensation network so
that the phase lead introduced by Cf exactly neutralizes the phase lag due to CL·

The design equations for neutral comptnsation ares

R, = (RI/ R2)r" Cf = (I + RI/R2)2(r,,/ R2)CL (8.20a)

and the closed-loop bandwidth is Is ~ 1/21f R2Cf.ln the case ofvoltage-follower

(8.19)

(b)

dO

<a)

C... ~J1-2+--=.-1

hn

A( 'f)::: 2 VN
J - 1+ if/(7.2 MHz)

EXAMPLE 8.4. Stabilize the circuit of Fig. 8.130 iflbe data are the same as in Example
8.3. Hence. find AUf).

Solution. We have Cf = (30/30)(6 + 3) =9 pF, fx = 10'/(1 + 16/9) =7.2 MHz.
and

FIGURE '.13
Stray input capacitance compensation for the noninverting configuration.

CapacitIve-load Isolation

With careful component layout and wiring. Ce.. can be minimized but not
altogether eliminated. Consequently. it is always a good practice to include a small
feedback capacitance Cf in the range of a few picofarads to combat the effect of Cn
as given in Eq. (8.16).

There are applications in which the external load is heavily capacitive. Sample-and­
hold amplifiers and peak detectors are typical examples. When an op amp drives a
coaxial cable. it is the distributed cable capacitance that makes the load capacitive.
Capacitive loading is shown in Fig. 8.140. which pertains to both the inverting and
the noninverting amplifier: for the former we lift node A olf ground and apply the
input source there, and for the latter we lift B and use it as the input node.

The effect of Cf is shown in Fig. 8.l3b. The actual gain is now A(j/) ~ (I +
R2/ R .)/O + jf/lx). Ix =Poo/r = IriO +Cn/C f),

We now tum to the noninverting configuration4 of Fig. 8.13a. where the various
stray input capacitances have been shown explicitly. We observe that the overall
capacitance Cn is still given by Eq. (8.16). However. the portion CI = Cc/2 + Cut
is now in parallel with R.. sowehave AideaJ = I+Z2/ZI.ZI = RI II (I/j21fICtl.
Z2 = R2 U(l/j21fIC f), We can make Aideal frequency-independent by using

I
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t·,.

operation, where R I = 00 and R2 = 0, a convenienl alternative is provided by the
design equations6

where f, is the transition frequency of the op amp and (J = I VN for the voltage
follower. The closed-loop bandwidth is now fn ;;;: JPJ,J18TCroCL.

EXAMPI.E 8.5. (0) Assuming the op amp of Fig. 8.14a has GBP= 10 MHz and ro =
lOOn, specify component values for operation as an inverting amplifier with Ao=
-2 VN and C, = 5 nF. (h) Find A(jf).

Solution.

(a) For Ao = -2 VN, use R, = 10 kn and R2 = 20 kQ, and insert the input source at
node A. Then, Eq. (S.20a) yields R, = 50 n and C f ~ 56 pF.

(b) We have 1-3dR = 1/211 R2Cf ~ 140 kHz. An additional breakpoint occurs at Ix =
fJ x GBP = 0/3)10' = 3.33 MHz. Consequently.

-2
A( f) - VN

J - II + jf/040 x 10')][1 + jf/(3.33 x 10")),

36S
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Compensation

problems further, it is good practice to provide two separate ground busses: a signal­
ground bus to provide a return path for critical circuits-such as signal sources,
feedback networks, and precision voltage references-and a power-ground bus to
provide a return path for less critical circuits, such as high-current loads and digital
circuits. Every effort is made 10 keep both dc and ac currents on the signal-ground
bus small in order to render this bus essentially equipotential. To avoid perturbing
this equipotential condition, the two busses are joined only at one point of the circuit.

Spurious feedback paths can also form through the power-supply busses. Be­
cause of nonzero bus impedances, any change in supply currents brought about by a
load current change will induce a corresponding voltage change across the op amp
supply pins. Due to finite PSRR, this change will in turn be felt at the input, thus
providing an indirect feedback path. To break tllis path, each supply voltage must
he bypassed with a O.OI-JLF 10 O.I-JLF decoupling capacitor, in the manner already
depicted in Fig. 1.36. The best results are obtained with low ESR and'ESL ceramic
chip capacitors, preferably surface-mounted. For this cure to be effective, the lead
lengths must be kept short and the capacitors must be mounted as close as possible to
the op amp pins. Likewise, the elements of the feedback network must be mounted
close to the inverting-input pin in order to minimize the stray capacitance Ce.. in
Eq. (8.16). Manufacturers often provide evaluation boards to guide the user in the
proper construction of the circuit.

8.3
INTERNAL FREQUENCY COMPENSATION

If we were to remove the 30-pF capacitor from the 741 op amp, we would end up
with an uncompensated device. Such a device has indeed been marlieted as the 748
op amp for those users who prefer custom compensation. Another highly popular
uncompensated contemporary is the 30 I op amp.

With the low-frequency dominant pole removed, an uncompensated op amp
exhibits much higher bandwidth, but also much greater phase shift due to various
high-frequency poles and zeros. Such a device is unstable in most applications, so
efforts must be made to stabilize it. The overall response ofan uncompensated op amp
is !be result of its individual internal-stage responses, and can be rather complex. For
iDustration purposes, however, the following three-pole approximation is generally
satisfactory,

(8.20b)R.• = 30r"

We observe Ihat since R.• is inside the feedback loop, its presence does not
degrade dc accuracy appreciably. However, Rs should be kept suitably small to
avoid excessive output-swing reduction and excessive slew-rate degradation. In a
practical op amp the open-loop output impedance tends to behave inductively at high
frequencies, so the above equations provide only initial estimates for Rs and Cf .
The optimum values must be found empirically once the circuit has been assembled
in the lab.6

An alternative way of stabilizing a capacitively loaded amplifier is via the input­
lag method, to be discussed in Section 8.4. The need to drive capacitive loads arises
frequently enough to warrant the design of special op amps with provisions fOf au­
tomatic capacitive-load compensation. The AD817 (Analog Devices) and LTl360
(Linear Technology) op amps are designed to drive unlimited capacitive loads. Spe­
cial internal circuitry senses the amount of loading and adjusts the open-loop re­
sponse to maintain an adequate phase margin re.gardless of the lo~d. The proces~,

completely transparent to the user, is most effective when the load IS not fixed or IS
ill-defined, as in the case of unterminated coaxial cable loads.
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a(;f) = (I + if/fl)(I + jf/!2)(1 + iflh) (8.21)

In circuitry incorporating high-gain amplifiers such as opamps and voltage com~ar~­
tors the specter of instability arises in a number of subtle ways unless proper CItCUlt

, . 7-10 f' b'ldesign and construction rules are followed. Two common causes 0 msta I -

ity are poor grounding and inadequate power-supply jiltering. Both problems st~m

from the distributed impedances of the supply and ground busses, whIch can prOVIde
spurious feedback paths around the high-gain device and. wmpromise it.s stability.

In general. to minimize the ground-bus impedance, It IS good pracltce to use a
ground plane, especially in audio and widehand applications. To reduce grounding

The magnitUde plot of Fig. 8.16 (top) shows also important phase values, which
have been associated with slope using Eq. (8.7). Note that GBP is constant only for
II <f<f2.

Suppose we apply frequency-independent feedback around such an op amp.
With this type of feedback the II{J curve is flat, so we can visualize the IT Icurve as the
101 curve, but with the III{Jlline as the newO-dB axis. As long as II fJ ::: la(jf-135" )1,
the rale of closure is ROC ::: 30 dB/dec, indicating a phase margin ¢m ::: 45°. For
la(jf-IJ5)1 ::: I/{J ::: la(jf-1811')1 we have 30 dB/dec::: ROC ::: 40 dB/dec, or

, .
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EXAMPLE 8.6. The I1A702, the firsl monolilhic op amp. had" an = 3600 VN. fl =
I MHz. fz = 4 MHz, and!J = 40 MHz. Find (a) laU! .." 1I. and (h) la(if-l""lI·

Solution.

(al Start out with the eSlimate f-IlS' =4 MHz. Then. use the trial-and-error technique
of Example 8.110 find f-IlS' =4.78 MHz, and la(if-Ill)1 ~ 470 VN. An un­
compensated 702 circuil is slable with 1/>. =45° only for II/Ill ~ 470 VN.

(h) Similarly, la(if-,wll = laU 14.3 MHz)1 = 63.7 VN. indicaling Ihal for II/Ill ~
63.7 VN lbe circuil oscillales.

Figure 8.17 shows a three-pole op amp model that we shall use as the basis of
our discussion as well as PSpice simulations.

_45'0'

1"I(dB)
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Dominant·Pole Compensation

FIGURE 1.17
Three-pole op amp model, consisting of Iwo transconduclance slages and a vol:age buffer.

dB

The objective of this method is the deliberate creation of a pole at a sufficiently low
frequency Id to ensure a rolloff rate of - 20 dB/dec all the way up to the crossover
frequency Ix. Figure 8.18 provides a graphical means for finding Id. Firs\, we draw
the 11 I fJl curve corresponding to the reqUired closed-loop gain. Next, we locate point
X corresponding to the desired Ix. For I/>m =45°, let Ix =It. From X we draw a
line with a slope of -20 dB/dec until it intercepts the dc gain asymptote at point D.

~ll-----...------....
CO

~:

! . ~

L-..- ----.--..--.-.~--.--.-- ..-.---.-------~-ool
Frequency

T---------------------------------------------.. -..---------wi
'-O----_~--- Open-loop gpin :
0' :

o
o•

FIGURE g.16
Athree-pole open-loop respons.. showing acorrespondence belween phase shift and slope.

45° ~ I/>m ~ 0°, indicating an inadequate degree of stability. Finally, for II fJ ~
la(jl-18O")1 we have ROC ~ 40 dB/dec, or I/>m < 0, indicating oscillatory be­
havior. Figure 8.16 (bottom) illustrates how peaking increases as we reduce I/fJ·

It is apparent that uncompensated op amps provide adequate phase margins
only in high-gain applicalions. For instance, we must have I/fJ ~ la(j/-I35"lI for
I/>m ~ 45°. To accommodate lower closed-loop gains, frequency compensation is
needed. This is achieved by modifying either the open-loop response a(jf) (inter­
nal compensation), or the feedback factor fJ(jf) (external compensation), or a com­
binatiOn of bolh, as in decompensated amplifiers (see Section 8.4).

"nh...----....

I//J

o"--''------LJ,..--'--'-\--- f (dec)
fa

FIGURE 1.11

Dominant-pole compensation.
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{Jan

(8.22)

Rewriting Eq. (8.22) as fl (new) = hi(Jao gives, for fl (new) « fl,

Ce=~
2"R,h
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Compensalion

It is apparent that dominant-pole compensation causes a drastic gain reduction above
f,/· But, this is the price we are paying for stability!

EXAMP',E 8.7. Find /., 10 make Ihe /lA702 op amp of Example 8.6 unconditionally
stable wilh IJ>m = 45°.

Solution. After creating Ihe new pole frequency we have

a"<w(jfl = I a(jf)
1+ /flfd

with a(jf) as in Eq. (8.21). For IJ>m =45° we want <l:a",w(jf,)=-135°. But,
-ta",w(ff,) = -Ian- t(f, I fd) + -ta(/f,), or -135" ~ -900 + -ta(jf, l, indicating thaI
we need -ta(jf,) = _45". By Irial and error we find thaI -ta = -45° at f = 683 kHz,
where lal = 2930 VN. Imposing I = 2930/VI + (683 x 1O'lfd)' gives fd = 233 Hz.

Shunt-Capacitance Compensation

If the 741 op amp of Fig. 5.1 were not already compensated, a proper place to
connect the shunt capacitance would be between the base of Qs and the negative­
supply rail. Note that adding shunt capacitance to a node usually affects also the
other pole frequencies," a feature not explicitly conveyed by the simplified model
of Fig. 8.17. Consequently, it may be necessary to calculate or measure the new
value of 12 and perform a few iterations to find the correct value of Ce .

EXAMPLE 8.8. In the op amp model of Fig. 8~17 let'd = I MO, 8t = 2 mAIV, R, =
100 kO, 8' = 10 mAN, R, = 50 kO, and,o = 100 O. (a) If the open-loop response
has three pole frequencies at f, = 100 kHz, h = I MHz, and !J = to'MHz, find Ihe
dominanl pole fd and shunt capacilance C, needed for operation as a vollage follower
with IJ>m = 45°. (b) Repeal, but for operation as a unily-gain inverting amplifier.

Solution,

(a) By inspection, ao = 8' R'8,R, = 10' VIV, and C, = 1/211 Rd, = 15.9 pF. For
{J = I VIV we get f"""1 = hlfJao = 10 Hz and C, = 159 nF.

(b) Now {J =0.5 VIV, so f'(""1 =20 Hz and C, =79.6 nF.

The above discussion assumes that a fourth pole is added to the open-loop response,
and that the existing poles are unaffected by this procedure. For the purpose of
maximizing bandwidth, it is more efficient to rearrange the existing poles rather
Ihan create a new one. Specifically, if we decrease ft until fx coincides with 12, as
in Fig. 8.19b, then the open-loop bandwidth will be improved by the factor hlf,
compared to Fig. 8.18. A pole frequency is decreased by adding capacitance to the
internal node causing it. Referring to Fig. 8.17, we observe that the equivalent resis­
tance and capacitance of node VI form a low-pass function with the pole frequency
fl = 1/2" R, Cr. If we deliberately add an external capacitance Ce as shown for the
first-stage model of Fig. 8.19a, then fl is changed to fl (new) = 1/2" Rt (Ct + Ce>.

Miller Compensation

Given the low-frequency nature of the dominant pole, the value of the shunt capaci­
tance Ce tends to be too large for monolithic fabrication. As mentioned in Chapters 5
and 6, this drawback is overcome by placing Ce in the feedback path of one of the
internal stages to take advantage of the multiplicative action of the Miller effect
for capacitance. Luckilr' another unexpected benefit accrues from this connection,
namely, pole splitting. I ,12

In Fig. 8.200, Ce has been placed in the feedback path ofthe second stage, which,
for the 741 op amp, is the Darlington stage depicted in Fig. 5.1. In the absence of Ce ,

(h)

, ,,,,,,,,
o '-----1--'----'--n-- I (dec)

: I,
fHnewl

+
v,

(a)

liP

'---'----L----J'-T'-T-_ I (deel

dB

an

+
V, c,

0

(0) (h)

FHa/R.: 8.19

Dominant-pole compensation using a shunt capacitance Ceo
FlGlJRE 8.'0
Miller compensalion and pole splilling.
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the circuit provides the pole frequency II = I /21f RIC I at the input, and the pole
frequency h = 1/21f R2C2 at the output. With C" present, a detailed ac analysis l2

(see Problem 8,30) yields

V2 ~ I-jIll,
-=gIRlg2R2 (824)
Vd (I + jf/IHnew))(1 + jIlh(new)) .

where I, = g2/21fCe, and

0080'01
ro • 3 100
vi 1 0 Ie 1 pul•• (0 tv Q 10DI lOp. 2:u. tUI)
Rf Z 3 lk

.Ie dec 10 IB& lOOIleQ'Ba

.tru O.lul 2uI

.probe , •• V(3)/VU,2L .oCt) • ..,(3).-
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(8.25)

Fr..,.nc.,

Co t 0 15'"
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O. O,S,..- 10,... IS... 2.0...
• • v(J)

FIGURE 8.11

Frequency 8nd Iransient responses for Example 8.9.

To compensate with a shunt capacitance C,. we add the statemenl

whereas to compensate with a feedback capacitance C, we add

The results of the simulation are sbown in Fig. 8.21.

Dca1nu.t-P01: c'*IMID••tion:
-.0 • 100 V/aV, U • 100 kIIs, n • 1 lIBa, U • 10 ilia

rd 1 Z 1IloQ
glt01Z:la

R1 t 0 lOOk

Cl t 0 15.'Zp'
gZ 5 0 t 0 lOa

Ra 5 0 50k

CZ 5 0 3.183p'
.3 6 0 5 0 1
R3 6 , 10k

C3 , 0 1.5Up'

EXAMPLE 1.9. Repeat (a) and (h) of Example 8.8, but using a feedback capacillll1ce
C,. (e) Use PSpice to compare the two compensations for the voltage-follower case.

Solution.

(a) C, = 15.9 pF, C, = 1/2Jf R,h = 3.18 pF. To find I""",,) we need to know 12,,,,,,,)·
Assume C, » c" so we can estimate 12,,,,,,,) ;;;: g>!(21f(C, +C,)] ;;;: 83 MHz.
Since this is much higher than h. which is to MHz, we impose I, = h
=10 MHz for </>.. ;;;:45'. Then, 11(""") = h/{Jtl<J = 100 Hz, which gives C,=
1/21f R,g,Rl/I("",,) =31.8 pF. By Eq. (8.25), 12,,,,,,,) ;;;: 77 MHz; moreover, I, =
g>!21fC, = 50 MHz, confinning that bolh I, and hi"",,) are well above I,. It
can be shown (see Problem 8.31) thai the actual values of I, and </>.. are 7.9 MHz
and 36.7'.

(h) Now (J = 0.5 VN, so Il(new) = 200 Hz, C, = 15.9 pF, and I"..w) ;;;: 71 MHz.
(e) Referring 10 Fig. 8.17, we wrile lhe following circuit file for lhe uncompensated

•device.

I
~ f ~ g2Ce

I(new) = R 2(new) = C21f RIg2 2Ce 21f(CI 2 +CeCI + CeC2)

Equation (8.24) reveals the presence of a positive real zero at s = 21fI" thus
providing an example of a cireuit that is not a minimum-phase system. This zero
stems from direct signal transmission through Cc to the output, and its' effect is
to reduce t/>m. However, in bipolar op amps I, is usually high enough to werranl
approximating I - jIll, ;:: lover the useful frequency range. "

Equation (8.25) indicates that increasing Cc lowers IHnew) and raises h(newl'
causing the poles to split apart. Pole splilling, depicted in Fig. 8.20b, is highly
beneficial since the shift in h eases the amount of shift required of II, thus allowing
for a wider bandwidth. We also note that the dominant-pole frequency is due to the
familiar Miller-multiplied capacitance g2R2Cc, which combines with the input node
resistance Rt to form IHnew)'



(8,28a)
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Unconditionally stable op amps are compensated for fJ = I VIV. Since this re­
quires the lowest dominant-pole value and, hence. the largest Ce• these op amps are
of necessity compensated conservatively. When used with fJ < I VIV. they tend to
be wasteful in terms of bandwidth and slew rate since a smaller value of Ce would
suffice. Custom compensation may then prove a better alternative.

For<pm = 45° we let fx = 13. Then. rewriting Eq. (8.22) as fHnew) = fJlfJao. and
noting that fl(new) «fl < h. we get

C"'~
e - 27fRlfJ

313
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Moreover, imposing fz = h yields

Pole-Zero Compensation Re = 1/27fCeh (8.28b)

Comparing Eq. (8.28a) with Eq, (8.23) reveals a bandwidth improvement by the
factor 131h with respect to the shunt-capacitan~emethod.

An alternative dominant-pole compensation technique is pole-zero cancellation.
This technique, shown for the first-stage model of Fig. 8.22a. uses a capacitance
Ce » CI to significanlly lower the first-pole frequency fl' and a resistance Re « Rt
to create a zero frequency that is used to cancel the second-pole frequency h. The
compensated response is then dominated by the lowered first-pole frequency up to
h. which. for <Pm =45°. becomes the new crossover frequency, To see how this
comes about. note that the transfer function is now VI I Vd =-gl [RIII(I/j2:n'!CJlII
(Re + I/j27ffCe )]. After expanding (see Problem 8.33). we get. for Ce » CI and
R,. « RI. I

EXAMPLE..... Use the pole-zero melhod to compensale the op amp of Example 8.8
for.pm =45' and tl = 1.

Solution. C, = 10'/(2". X lO'x 10') = 15.9nF, R, = 1/(2". x 15.9x 10-' x 10") =
Ion. Note, incidenlally, that /. ;: I GAz, thus juslifying our choice of h as the cross­
over frequency.

(8.27)

(8.26)~;;:(-gIRI) I+jflfz
Vd (I + jflfl(new») (I + jflf4)

f
~ I I I

I(n )--- fz=-- ~4;;:--
ew - 271 RICe 2 R C J. 2 R C7f ee 71,.1

In the absence of Re and C,. we have VII Vd = 1/(1 +Hlfl )./1 = 1/271 RI CI.
Inserting R,. and C,. lowers the first-pole frequency to fl (new) « fl. creates a zero
frequency at fz» fl(new). and creates an additional pole frequency at f4» f"~ If
we specify the compensation network so that fz =h. then we have a zero-pole
cancellation and Eq. (8.21) becomes

. ao
anew!Jf) = (I + H/fl(new») (I + jflfJ)(1 + jflf4)

Feedforward Compensation

In a multistage amplifier the overall phase shift at fx is the result of its individual­
stage phase contributions. Usually there is one stage that acts as a bandwidth bottle­
neck by contributing a substantial amount of phase shift. Feedforward compensation
creates a high-frequency bypass around this bottleneck stage to suppress its phase
contribution in the vicinity of fx and thus increase the phase margin.

The principle is illustrated in Fig. 8.23a. where the overall gain a of the un­
compensated amplifier is expressed as the product of the gain a I of the bottleneck
stage and the gain a2 of the remaining stages lumped together. The bypass around

3 pF

R,

>'6....-0 V"

150pF

R,

V"Vi 0-.-+----1

R.

c,

"oh-",

o L.J._---'-_--L-'-\-_~ f (dec)

dB

(b) (a) (b)

FIG liRE 8.22
PI)le-zero compcnsalilm.

FIGllRE 8.23
Fcedforward compensation and implementation example.

t.
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FIGURE 8.14

Frequency compensation via loop-gain reduction.
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(b)

o '--L----_-'-_4-__ f (dec)

(a)

EXAMPLE 8.~1. An op amp with ao = 10' VIV.. II = 10 kHz. f, = 3 MHz. and
I! = 30 MHz 'stobe used as an inverting amplitierwith R, = 10kfl and R, = IOOkll.
~lDd (a) R, for t/>. == 45°. (b) Ibe de gain error. (f) the dc output error Eo if the total
mput de error is E, = t mY. and (d) !he closed-loop -3-dB frequency.

SoIutlon.

(a) We calculate la(jf,)1=234.5 VIV. Then. Eq. (8.30) gives R.=447.4Q (use
430 Q).

(b) Lelli~g R, = 430 Q in Eq. (8.29) gives 11/3 == 244 VIV. Then, ao/3 = 10'1244 ==
410.lDdicating a dc gain error.o =: -IOOlu,,/3 = -0.24%.

(e) Eo = O/{J)E, = 244 x I = 244 mY. quite an error!
(d) I-3d. = h = 3 MHz.

where tI>m = 450
• This is sbown in Fig. 8.24b. Solving for R· yields

R _ R2
e - la(jhll - (I + R21 Ril (8.30)

If tI>m.'F 45
0

is desired, then replace h with f".-18O", where t/>m is the desired phase
margm, and f". -180" is the frequency at which 4::a = t/>m - 1800 •

It should be pointed out that the presence of R,. does not affect A-de I in the
I' A I a

re atlon = Aidea//(l + liT); Re only reduces T. resulting in a larger gain error.
Moreover, the ~uch increased d~ noise gain may result in an intolerable dc output
error Eo. Agam. these are the pnces \\Ie are paying for stability!

Input-Lag Compensation

~e hig~ dc noise:gain ~raw~ack of the.pre~ious method is overcome I by placing
C apacllanee Cc m senes wllh R,.• as m Fig. 8.25u. At high frequencies. where

e acts as a short compared 10 Re • the II I III curve is unchanged compared to

8.4
EXTERNAL FREQUENCY COMPENSATION

In this section we examine compensation techniques that stabilize a circuit by mod­
ifying its feedback factor P(jf).

so that

Reducing the Loop Gain

the bouleneck stage is a high-pass function of the type

h{"f) = jfIfo
J I+jf/fo

This melhod' shifts Ihe II I fJl curve upward until it intercepts the lal curve at f =
/-1.15 . where t/>m =45" (or further up for t/>m > 450

). This shift is obtained by
connecling a resistance Re across the inputs. as in Fig. 8.24a. The circuit shown can
be either an inverting or a noninverting amplifier. depending on whether we insert
the input source at node A or B.

Assuming rd = 00 and r0 = 0 for simplicity. it is readily seen that

I R2 R2 R2- = I + = I + - + - (8.29)P (RI \I Rcl RI Re

By choosing Resuitably small. we can move the liP curve up until liP = la(jh)I,

anew(jf) =(al(jf) + h(jf»)a2(jf)

At low frequencies, where Ihl « latl. we have anew;;: ala2 = a. indicating that
the high-gain advantages of the uncompensated response still hold there. However.
at high frequencies, where lall « Ihl, we now have anew;;: a2, indicating a wider
bandwidth as well as a loweu>hase shift because the dynamics are now controlled
by a2 alone. .

Problems may arise I,13 in the frequency region where anew makes its transition
from ala2 to a2. If 4::anew approaches -1800 before the transition, excessive ringing
may develop. Furthermore. a phase shift of -1800 at the transition call8eS signal
cancellation at the summing node,thus creating a notch in the compensated response.

Feedforward compensation is implemented with a capacitive bypass around the
bouleneck stage. This is shown in Fig. 8.22b forthe case of the 301 op amp.14 ln this
device the bandwidth bottleneck is the input stage because of the presence of lateral
pnp transistors, wbose frequency characteristics are notoriously poor. Connecting
Ce between the inverting input (pin 2) and the input to the second stage (pin I)
bypasses' the input stage by creating a high-pass function with fo = 1/2" ReqCe •

where Req is the equivalent resistance seen by Ce.
Since only signals at the inverting input are transmitted to the second stage,

feedforward compensation provides a much lower bandwidth for signals applied
to the noninverting input. Consequently, this compensation is worthwhile only in
inverting applications. Note also the presence of the feedback capaCitance Cf to
combat the effect of stray capacitance at the inverting input.
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(f) With reference to Fig. 8.26. we write tbe following file.

fiGURE '.16
PSpice circuit of Example 8.12.
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Eq. (8.29). However. at low frequencies. where Ce acts as an open. we now have
IIIPol = I + R21RI. Since this is much lower than the high-frequency value. we
now have a much higher dc loop gain and a much lower dc output error.

To avoid degrading <Pm, it is good practice I to position the second breakpoint of
the II IfJl curveahoul a decade below h. To find the required valueofCe • we observe
that at this breakpoint we have IZd = Re•or I1(2ICCe12/10) = Re. Solving gives

5
Ce = -- (8.31)

ICReh

where Re is given in Eq. (8.30). Again. if <Pm i 45° is desired. replace 12 with

f".-I8lY'·

<al

FIGURE 8.15
Input-lag cnmpensation.

(b) Iaput-lag CQllPeD••t1onl
vi 1 0 ac tv
-..in circuit:
al 1 2 lOt

a2 2 3 loot

ae 2 4 430
Cc .f, 0 l.:l:DI'

*.0 • lODV/aV, f1 • lOtBa. f2 • 31111a, f3 • 30.... ,

e.3 0 ~plac. IVeO,2)! • 1115/«(1../U8I:1)*(1../1I'15)*(1../1I'8'»1
.Circuit to plot tIbet.;
a2f 1 22 lOOt

Rtf 22 0 lOt

aef 22 .. 430

eel U 0 l.:l:D'
.&C dec: 10 lltHz 100K.gBs
,probe /•• V(3)/V(0.2), l/beto • V(1)/VU2I, A • V(3)/V(1)

. and

EXAMPI.E 8.11. (aHd) Repeat Example 8.11. but using input-lag compensation.
(el Estimate the actual value of"m after compensation. (f) Confirm with PSpice.

Solution.

(a) We have R, = 447.4!l (use 430!l) and C, = 5/(rr447.4 x 3 x IW) = 1.186 nF
(use 1.2 nF).

(b) The de noise gain is now I/fJo = I+R,fR , = IIVN.andaofJo= 10"/11 =9091.
Hence.lo~ -100/9091 = -0.011%.

Cd E,i = II EI = II mY-quite an improvement!
Cd) 1-'dR = 3 MHz, as before.
Ce) As we approach the crossover frequency. IIp behaves like a high-pass function, so

I/fJ(jj) ~ 244(jII0.1 12)/0 + jIIO.lh). with 0.112 = 300 kHz. The loop gain
T = afJ is then

410[1 + jll(3 x 10-"»)
T = "',I-+-j"'I"'/:-:1O''''j::-,I'---+----:-j1::-/,.:,(J:..::x~1()6~)'-':J[:'71 '-.:..+-j:-:I:"::I(:-l-3~X-'1707,,") j::-[j"'I""'1("'3-x-',"'0-"=)]

Following Example 8.1. we find that IT! = I for 1=2.94 MHz, where <r.T =
-145.6". Thus, <Pm = 34.4", a reasonable value. If desired. it can be increased by
reducing RI" and raising Ceo

The results of the simulation are shown in Fig. 8.27.

100 ---------- •• - ••. - .•••••••• - ••• -- •• --- ••••• ---- ••••••• ---,

~!

~~=-----

oj CI~_'_ ."~

~-._._- --.- --.- -.- ---- ---- -_ ---_.- --,.-- -_..-----
I CIlHz 10000Hz I(."z 100000z

D .CV(3)/V(O,2)) ••CVII)/Y(22J) ••IV(])/VCI))
Freqwncy

FIGURE 8.17
Frequency plots for the circuit of Fig. 8.26.
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(8.32)

Z2 = R2 II (lfj27<fCf)· Expanding. we can write

_1_ = (I + R2) 1+ jf/f,
,II(jf) RI 1+ jfffp

where fp = 1/27< R2Cf and f, = (I + R2/ R, )fp· As depicted in Fig. 8.28b. II/Ill
has the low- and high-frequency asymptotes 11/1lo1 = 1+ R2/RI and 11/,11001 =
odB. and two breakpoints at f p and J,.

The phase lag provided by I/,II(jf) is maximum I at the geometric mean of fp
and f,. so the optimu::alu:of~f ijthe one that makes this mean coincide with the
crossover frequency. or fx = p, = fpJI + R2/Rt. Under such a condition
we have la(jfx)1 = + 2/ t. which can be used to find fx via trial and error.
Once fx is known. we find C f = 1/27< R2fp• or

JI + R2/RI
0= ~~h ~~

The closed-loop bandwidth is 1/27< R2Cf. Moreover, C f helps combat the effect of
the inverting-input stray capacitance Cn .

One can readily verify that at Ihe geometric mean of f p and f, we have
<1:(1/,11)=90° - 2Ian-IJ1+R2/Rt. so the larger Ihe value of I + R2/RI.lhe
grealer the contribulion ofJj,ll to <Pm. For example. with I + R2/RI = lOwe get
<1:(1/,11) = 90° - 2tan- IJTIj ~ -55°. which yields <l:T =<l:a - (-55°) = <l:a +
55°. We observe Ihat for Ihis compensation scheme 10 work wilh a given <Pm. the
open-loop gain mustsalisfy <l:a(jfx) ::: <Pm - 90° - 2 tan-IJI + R2/R1.

T(I)- 5000
) - [I + jf/WIlI + jf/WIlI + jf/(5 x l()b)]

EXAMPLE 1.13. (a) Using an op amp with au = 10' VIV, I. = I kHz, h = 100 kHz,
and h = 5 MHz, design a noninvertingamplifier with Ao = 20VIV. Hence, verify that
the circuit needs compensation. (b) Stabilize il with the feedback-lead method, and find
<P... (e) Find the closed-loop bandwidth.

Solution.

(a) For Ao = 20 VIV use R, = 1.05 HI and R, =20.0 HI. Then Po = 1/20 VIV, and
aoPo = 10'/20 = 5000. Thus, without compensation we have

Using trial and error as in Example 8.1. we find that IT I = I for I = 700 kHz, and
that <l:T(j700 kHz) = -179.8°. So. <Pm = 0.2", indicating a circuit ill bad need uf
compensation.

(b) Using again trial and error we find that lui = J20 VIV for 1= 1.46 MHz, and
<l:a(jl.46 MHz) =-192.3°. L.elling I, =1.46 MHz in Eq. (8.33) yields C, =
24.3pF.Moreover,<p.. = 180°+ <l:a-(90"-2tan-'J20) = 180"+(-192.3")­
(90" - 2 x 77.4°) = 52.5".

(e) f-3dJl = 1/27<R,C, = 327 kHz.

We observe that feedback-lead compensalion does not enjoy the slew-rale ad­
vantages of input-lag compensation; however, il provides better filtering capabililies

(b)

'-------''''-\---'''--_ f (.w:l

fiGURE 1.21
Feedback-lead compensation.

(0)

This technique I uses a feedback capacitance Cf to create phase lead in the feedback
path. This lead is designed to occur in the vicinity of the crossover frequency fx.
which is where <Pm needs to be boosted. Alternatively, we can view this method as
a reshaping of the 11/,111 curve near fx to reduce the rate of closure ROC. Refer­
ring to Fig. 8.28a and assuming fd = 00 and To =0. we have 1/,11 = I + Z2/ Rio

Compared with internal compensation. the input-lag method allows for higher
slew rates as the op amp is spared from having to charge or discharge any in­
ternal compensating capacitance. The capacitance is now connected between the
inputs, so the voltage changes it experiences tend to be very small. However.
the settling-time improvement stemming from a higher slew rate is counter­
balanced by a long settling tail IS due to the presence of a pole-zero doublet at
f, and fp·

A notorious disadvantage of this method is increased high-frequency noise.
since the noise-gain curve is raised significantly in the vicinity of the crossover
frequency fx. Another disadvantage is a much lower closed-loop differential input
impedance Zd, since Zd is now in parallel with Z,. = R,. + Ifj27<fC,.• and Z,. is
much smaller than Zd. Though.Jhis is inconsequential in inverting configurations. it
may cause intolerable high-frequency input loading and feedthrough in noninverting
configurations.

Input-lag compensation is nevertheless popular. It is also used in collllClCtQ
with constant-GBP op amps as an alternative to the capacitive-load isolation tee:b­
nique discussed in Section 8.2. We still apply Eqs. (8.30) and (8.31). but with h
replaced by fp = 1/27<fo CL. An additional application of the input-lag method
is the stabilization of decompensated op amps, discussed at the end of this. ~

secllon.
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for internally generated noise. These are some of the faetors the user needs to consider
when deciding which method is hest for a given application.

Decompensated Op Amps

These op amps are compensated for unconditional stability only when used with
liP above a specified value, such as liP ~ (\/fl)min = 5 VIV, or fl ::': flm.. =
0.2 VIV. Consequently, they provide a constant GBP only for lal ~ (1/fl)min.
Being less conservatively compensated, decompensated op amps offer higher GBPs
and SRs. For instance, the fully compensated LF356 op amp uses Cc ~ 10 pF to
provide GBP = 5 MHz and SR = 12 ViliS for any lal ~ I VIV. The LF357, its de­
compensated version, uses Cc ~ 3pFtoprovideGBP = 20MHz and SR = 50 ViliS,
hut only for la I ~ 5 VIV.

We observe that the constraint I/fl ~ (1/fl)min need he satisfied only in the
vicinity of the crossover frequency; elsewhere we can shape the II fl curve as we
please. For instance, we can use input-lag compensation to operate a decompensated
op amp at values of II fl below (IIfl)min while retaining the high-speed advantages
of decompensation. To this end, we still'use Eqs. (B.30) and (B.31). but with la(jh)1
replaced by (\ Ifllmin, h replaced by flma. x GBP, and R2 replaced by R/.

F.XAMPLE 8.14. Figure 8.29 shows a common way of configuring a decompensated
op amp as a voltage follower. It is apparent that at low frequencies. where Cr acts as an
open circuit. we have An = I VIV. (a) Given that the -'57 op amp is compensated for
(1/P)ml' = 5 VIV. specify suitahle components to stabilize the circuit. (b) Find A(jf).

Solution.

(a) By Eq. (8.30). R,=R,/(5 - I - Rr/oo) = Rr/4. Let R,=3 kfl and R,=
12 kfl. Also. t, ;;;'Pm" x GBP=(1/5) x 20=4MHz, so C,=5/(Jr x 3 x 10' x
4 x 10·);;;' 133 pF (use 130 pF).

(b) AUf);;;' 1/[1 + jtl(4 MHz») VN.

8.S
STABILITY IN CFA CIRCUlTSI6

The open-loop response z(jf) of a current-feedback amplifier (CFA) is domi­
nated by a single pole only over a designated frequency band. Beyond this band.
higher-order roots come into play. which increase the overall phase shift. When
frequency-independent feedback is applied around a CFA, the latter will offer uncon­
ditional stability with a specified phase margin </>m only as long as II fl ~ (IIfllmin =
Iz(jf~.-180" )1. where f~.-180"· is the frequency at which ol:z = </>m - IBOo. lower­
ing the I/fl curve helow (\/fl)min would increase the phase shift. thus eroding </>m
and inviting instability. This hehavior is similar II> that of decompensated op amps.
The value of (\ I fl)min can he found from the data-sheet plots of Iz(jf)1 and ol:z(jf).
As with voltage-feedback amplifiers (VFAs). instability in CFA circ~its may also
stem from feedback phase lag due to external reactive elements.

Effect of Feedback Capacitance

To investigate the effect of feedback capacitance. refer to Fig. B.30a. At low fre­
quencies. C/ acts as an open circuit. so we can apply Eq. (6.5B) and write IlfJo =
R2 + rn(\ + R2IR\). At high frequencies. R2 is shorted out by Ct. so I/floo =
I/flolR

2
-+o = rn. Since I/floo« lillo, the crossover frequency Ix is pushed into

the region of greater phase shift. as shown in Fig. B.30b. If this shift reaches -180°,
the circuit will oscillate.

We thus conclude that direct capacitive feedback must be avoided in CFA cir­
cuits. In particular. the familiar inverting or Miller integrator is not amenable to CFA
implementation. unless suitable mea,ures are taken to stabilize it (see Problem 8.44).
However. the noninverting or Deboo integrator is acceptable because fl in the vicin­
ity of fx is still controlled by the resistance in the negative-feedback path. Likewise,
we can readily use CFAs in those filter configurations that do not employ any direct
capacitance hetween the output and the inverting input, such as KRC filters.
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FIGlJRF. 8.Z'
Configuring a decompensated op amp as a unity-gain voltage follower.

FIGIJRF. 8.30
A large feedhack capacitance C, tends to destahilize a CFA circuit.
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The results of !he simulation are shown in Fig. 8.33.

I-V converter 1181_ • CPA,
._Itt CPA •• YII YO

011110 •• 01

m 1 2 50

.S 2Y11c1e 0
fCPA03y81

. _ 30 '50k

COlI 3 0 1.0Up'

ooutYO0301
._cPA

*.111 Circuit I
it 1 0 &C 1M pul•• lO 1M 0 O.lu O.lna SOnl 100nl)

.S21c1eO

Cll 2 0 lOOp'

R2 2 3 1.5k

Cf 2 3 1.88p.

U023CPA

·Circuit to plot 1/bet.:
bt.lt • 0 .,.1 11l
R2f 4 5 1.5k

Cff 4 5 1. 88p'
Cllf 5 0 lOOp.

mf 5 0 50

·Circuit to plot SI

X24"CPA
••• 0100
RL , 0 1IIog

•&0 dec 100 1..*g'Bs 1GB.

. tran hi SOn.

.probe II. • V(3)/I(VI), •• V(7)/ICIla), 1lbet•• V(&)IUrnf), va. v(l)

.0Ild

fiGURE 8.31
PSpice circuit of Example 8. IS.

Referring to Fig. 8.32 and using the CFA subcircuit of E.ample 6.17, we write Ihe
following circuit file.

(8.35)

(8.34a)

(8.34b)

L---'-__.L...l-....>.-__ f (dec)

[" hI.

(b)

VIA (dec)

~--WithCf

I/fJo I--+-_~

(a)

c.
I
.~

EXAMPLE 8.15. A current-output DAC is fed to a CFA having lo = 7S0 HI, t. =
200kHz, and r. =SO O. Assuming R, =\.SkOandC. = 100pF,find Cf fort/>.. =4So.
Verify wilh PSpice.

Solulioo. Cf = }SO x 100 x 10 "/(21£ x \.S x 1()3 x 1.5 x 1011) = \.88 pF. This
value can be increased for a greater phase margin, butlhis will also reduce !he bandwidlh
of !he /-V convener.

In Fig. 8.31a Cn appears in parallel with RI. Replacing RI with RI II (l/j21rfCn)
in Eq. (6.58) yields, after minor algebra,

I I
Ii = tlo (I + jJlId

~=R2+rn(I+:~)

A typical application is when a CFA is used in conjunction with a current-output
DAC to perform fast /-V conversi.n, and the stray capacitance is the combined result
of the DAC output capacitance and the CFA input capacitance.

As shown in Fig. 8.3lb, the liP curve starlS to rise at fz, and if Cn is sufficiently
large to make fz < f., the circuit will become unstable.

flGUaE 8.3t

Input stray capacitance compensation in CFA circuits.

Like a VFA, a CFA is stabilized by counteracting the effect of Cn with a small
feedback capacitance Cf. Together with R2, C f creates a pole frequency for liP
at fp = I 121r R2Cf· For </lin = 45°, impose fp = f•. We observe that f. is the
geometric mean of fz and tlozofb. Letting 1/21r R2Cf = ..j{JQZOfbfz and solving,
we get

Stray Input Capacitance Compensation

I
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FIGURE 8.33

Frequency and transient responses of the circuit of Fig. 8.32.

FIGURE 8.34
Composite amplifier with feedback-lead compensation.

In applicalions wilh sufficiently high closed-loop dc gains, the composite am­
plifier can be stabilized via the feedback-lead melhod18 shown in Fig. 8.34a. As
usual, Ihe circuit can be either an inverting or a noninverting amplifier, depending on
whether we insert the inpul source al node A or B. The decibel plot of lal isoblained
by adding logether the individual decibel plols of laII and la21. This is illustraled in
Fig. 8.34b for the case of malched op amps, or al = a2.

As we know, Ihe I/{J curve has a pole frequency al I p = 1/21f R2Cf and a zero
frequency al Iz = (I + R21 RI )/p. For ROC = 30 dB/dec, or <Pm = 45°, we place
I p righl on the lal curve. This yields I + R21 RI = la(jlpH = Ittlt2II~. Solving
for I p and then lelling Cf = 11m R21p gives

(8.36)

8.6
COMPOSITE AMPLIFIERS

Two or more op amps can be combined 10 achieve improved overall performance. 17

The designer need be aware that when an op amp is placed wilhin the feedback loop
ofanolher, stabilily problems may arise. In Ihe following we shall designale the gains
of Ihe individual op amps as at and a2, and Ihe gain of Ihe composile device as a.

Increasing the Loop Gain

Two op amps, usually from a dual-op-amp package, can be connecled in cascade
10 creale a composite amplifier with a gain a = ala2 much higher than Ihe indivi­
dual gains al and a2. We expecllhe composile device to provide a much greater
loop gain, and Ihus a much lower gain error. However, if we denole Ihe individual
unily-gain frequencies as I, J and 1,2, we ohserve Ihal al high frequencies, where a =
ala2 ::= Uti Ijl)(/,2Ijf) = - I,I It2112, Ihe phase shift oflhe composile response
approaches - 180", thus requiring frequency compensation.

The closed-loop bandwidlh is IB = Ip . It can be shown (see Problem 8.46) Ihal
increasing Cf by the faclor (I + R21 Rj) t/4 will make the crossover frequency Ix
coincide with the geometric mean "fJ;Tz and thus maximize <Pm; however, Ihis will
also decrease Ihe closed-loop bandwidlh in proportion.

EXAMPLE 1.\6. (a) The circuit of Fig. 8.34a is to be used as a noninverting amplifier
with R, = I kG and R, = 99 k. (a) Assuming op amps of the 741 type, find Cf for
tPm = 45°. Then compare tPm, To, and fa witb.the case of a single-op·amp realization.
(b) Find Cf for the maximum phase margin. What are the resulting values of tPm and
fp? (e) What happens if Cf is increased above the value found in (b)?

Solution.

(a) Insert the input source at node B. Letting /" = /" = I MHz in Eq. (8.36) gives
Cf = 16.1 pFfortf>", =45°. Moreover, To =aJ/I00=4 x 10', and f. = fp =
100 kHz. Had a single op amp been used, then tPm = 91)0. To = "0/100 = 2 x 10'.
and f. = 10"/100 = 10 kHz.

(h) Cf = (100)'/4 x 16.1 =50.8pF,fp =31.62kHz,tPm.= 1800 +<l:a-<l:O/fJ);;:
180" - 180° - [tan-I (f,1f,) - tan-' (fx!fpll = -(tan-' 0.1 - tan-' 10) = 78.6°.

(e) Increa..ing Cf above 50.8 pF will reduce tPm until eventually tPm -+ 0", indicating
that overcompensation is detrimental.

~ ..

.....--. . ...
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(a) (b)
(0) (b)

fiGURE 8.35
Composite amplifier wilh compensation provided by OA,.

fiGURE 8.36
VFA-CFA composite amplifier.

In Fig. 8.34 we have stabilized the composite amplifier by acting on its feed­
back network. An altemative'9 type of compensation is by controlling the pole of
the second op amp using local feedback. in the manner depicted in Fig. 8.35. The
composite response a = al A2 has the dc gain ao = aOi (I + R41 R3). and two pole
frequencies at Ibl and at 182 = 1'2/(1 + R41 R3)' Without the second amplifier.
the closed-loop bandwidth would be 181 =I, tI(I +R21 RI). With the second ampli­
fier in place. the bandwidth is expanded to 18 =(I + R41 R3)I81 =l,t (1+ R41 R3)1
(I + R21R]). It is apparent that if we align 18 and 182. then ROC =30 dB/dec. or
tPm =45°. Thus. imposing Itl (I + R41 R3)/(1 + R21RI) =1'2/(1 + R41 R3) yields

(8.37)

We observe that for the benefits of using OA2 to be significant the application must
call for a sufficiently high closed-loop gain.

EXAMPLE 1.1'. (a) Assuming op amps of the 741 lype in the circuit of Fig. 8.35a,
specify suitable components for operation as an inverting amplifier with a de gain of
-100 VN. Compare with a single-op-amp realization.

Solution. Insert the input source at node Aand let R, = I kO and R2 = 100kO. Then.
R./ R, = JTIIT - I = 9.05. Pick R, = 2 kO and R. = 18 kO. The de loop gain
is to = alO(I + R./ R,)/(I + R2/ R,) ;;; 2 x 10<, and the closed-loop bandwidth is
fs ;;; f,/IO = 100kHz.lfonly oneopamp had been used, then<p" ;;; 90". To;;; 2 x UP
and fs ;;; 10 kHz, indicatillg an order-of-magnitude improvement brought about by the
second op amp.

OptimJzing de and ac Characteristics

There are applications in which it is desirable to combine the dc characteristics of
a low-offset. low-noise device. such as a bipolar voltage-feedback amplifier (VFA).
with the dynamics of a high-speed device. such as a current-feedback amplifier
(CPA). The two sets of technologically conllicting specifications can be met with a
composite amplifier. In the topology of Fig. 8.300 we use a CFA with local feedback

to shift the lalldB curve upward by the amount \A2IdB. and thus improve the dc
loop gain by the same amount. As long as f B2 » I,I. the phase shift due to the pole
frequency at I = f 82 will be insignificant at I = I, \, indicating that we can operate
the VFA with a feedback factor ofunity. or at the maximum bandwidth I", Imposing

(8.38)

will maximize also the closed-loop bandwidth 18 of the composite device. which
is now IB = Itl.

The composite topology offers important advantages other than bandwidth.
Since the CFA is operated within the feedback loop of the VFA. its generally poorer
input dc and noise characteristics become insignificant when referred to the input
of the composite device. where they are divided by a I. Moreover. with most of the
signal swing being provided by the CFA. the slew-rate requirements of the VFA are
significantly relaxed. thus ensuring high full-power bandwidth (FPB) capabilities
for the composite device. Finally. since the VFA is spared from having to drive the
output load. self-heating effects such aA thermal feedback become insignificant. so
the compoSite device retains optimum input-drift characteristics.

There are practical limitations to the amount ofclosed-loop gain achievable with
a CFA. Even so. it pays to use a CFA as part of a composite amplifier. For instance.
suppose we need an overall dc gain Ao =103 VIV. but using a CFA having only
A20 = 50 VIV. Clearly. the VFA will now have to operate with a gain of Ao/50 =
20 VIV and a bandwidth It 1120. This is still 50 times better than if the VFA were
to operate alone. not to mention the slew-rate and thermal-drift advantages.

In the arrangement of Fig. 8.300 the composite bandwidth is set by the VFA. so
the amplification provided by the CFA above this band is in effect wasted. The alter­
native topology of Fig. 8.37 exploits the dynamics of OA2 to their fullest extent by
allOWing it to participate directly in the feedback mode. but only at high frequencies.
The circuit works as follows.

At de. where the capacitances act as opens. the circuit reduces to that of
Fig. 8.34a. so ao = a 10(120. Clearly. the dc characteristics are set by OA I. which
provides OA2 with whatever drive is needed to force V...... VOSI. Moreover. any
gross bias current at theiQ~ input of OA2 is prevented from disturbing node
V. because of the de blocking action by C2.
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FUiURE 8.37

Composite amplifier enjoying the de characteristics of OA I and the ac
characteristics of OA,.

As we increase the operating frequency, we witness a gradual decrease in OA I'S
gainAI = -1/(jfllil,f1 = I12JfR3CI ,while the crossover network C2R4 gradu­
ally changes the mode ofoperation of OA2 from open-loop to closed-loop. Above the
crossover network frequency h = 1/2Jf R4C2 we can write Vo ;;: a2(AI Vo - Vo),or

V '" _ a~o 1+ jflll V
n - 1+ jfllb2 jflll 0

It is apparenl that if we impose II = Ih2, or R3CI = 1/2Jflb2, then we obtain a
pole-zero cancellat;on and Vo = -aVo, a = a2o/UIIII) = a2olb21jl ;;: a2,
indicating that the high-frequency dynamics are fully controlled by OA2.

In a practical realization the zero-pole cancellalion is difficult to mainlain be­
cause Ih2 is an ill-defined parameter. Consequently, in response to an input step, the
composile device will not completely stabilize until the integrator loop has seuled to
its final value. The resulting settling tail may be of concern in certain applications.

Improving Phase Accuracy

FIGURE 8.38
Composite amplifier with high phase accuracy.

whereAo = I+R2IRI andfB = ftlAo.AsdiscussedinSection6.5,thiserrorfunc­
tion offers the advantage ofa very small phase error, namely, £~ = -tan-I (flfB)3,
or £~ ;;: -(flfB)3 for f «fB·

Figure 8.39 (top) shows the results of the PSpice simulation of a composite
amplifier with Ao = 10 VN using a matched pair of JO-MHz op amps, so Ihat

..;----==::::::---~.c..:.: ,

-,,5ct ~ -- -------. -...•. _..----- ------------.--.- ---- -. -.. -.. --.--
1.000z 10kHz IOC*HI 1,00000r

Frequtncy .

As we know, a single-pole amplifier exhibits an error function of the type II( I +
I I T) = 1/(1 + jfllB) , whose phase error iSf~ = -tan-I (flfB), or £~ ;;: - flfB
for f« lB. This error is intolerable in applications requiring high phase accuracy.
In the composite arrangement20 of Fig. 8.38, OA2 provides active feedback around
OA! to maintain a low phase error over a much wider bandwidth than in the uncom­
pensated case. This is similarto the active compensation of integrators ofSection 6.5.

To analyze the circuit, let Il = RI I(RI +R2) and a = R3/(R3+R4). We note that
OA2 is a noninverting amplifier with gain A2 = (l/1l)/(I + jflllft2).Consequently,
Ihefeedback factoraroundOAI isll! = Il x A2 x a =a/(l +jflll/,2).

The closed-loop gain of the composite device is A = A I =a, 1(1 +allll), where
we are using the facl that OA I too is operaling in the noninverting mode. Substituting
al ;;: Itl Ijl and III = al( I + jflllfl2), and leuing ftl = 1,2 = f" we obtain, for
a = Il,

A( 'f) - A I + jfllB
} - () 1+ jflfB - (fIIB)2

(8.39)

3O

I
··········
I.....'... ··'·

"I
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F,...,.ney

FIGURE 8.3'
Frequency plots of the circuit of Fig. 8.38.
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IB = I MHz. For insjance, at 1/10 of IB' or 100 kHz, the composite circuit gives
£4> = -0.057°, which is far better than £4> = _5.7° for a single-op-amp realization.

The stability situation, shown in Fig. 8.39 (bottom), reveals a rise in the II/IIII
curve because of the feedback pole introduced by OA2 at 1= 11/,2. This frequency
is high enough not to compromise the stability of OA I, yet low enough to cause
a certain amount of gain peaking: this is the price we are paying for the dramatic
improvement in the phase-error characteristic!

PROBLEMS

8.1 The slablllty problem

8.1 An op amp wilh II" = Ill' VIV and Iwo pole frequencies at f, = 100 kHz and j, =
2 MHz is nlllllCl tcd ,I Ill\il\-~ain voltage follower. Find t/lm. {. Q. GP. OS. aDd
A(jf). Would. II II U~C for this circuit?

8.2 An amplifier has Ihle< idenllcal pole frequencies so Ihat a(jf) = au/(I + jf/fl)3, and
is placed in a negative-feedback loop with a frequency-independent feedback factor (J.
Find an expression for f-,,,, as well as the corresponding value of T.

8.3 (a) Verify that a circuit with a dc loop gain To = 10' and three pole frequencies a,
fl = 100 kHz. j, = I MHz, and h = 2 MHz is unstable. (b) One way of stabilizing it
is by reducing To. Find Ihe value tu which To must be reduced fort/>m = 45°. (e) Anolher
way of stabilizing it is by rearranging one or more of its poles. Find the value to which
f, musl be reduced for t/>m = 45°. (d) Repeal parts (b) and (c), bul for t/>m = 60°.

8.4 An amplifier wilh a(jf) = 10'(1 + jf/IO")/[(I + jf/IO) x (I + if/lo')) VIV is
placed in a negalive-feedback loop with frequency-independent {J. (a) Find Ihe range
of values of (J for which t/>m ~ 45°. (b) Repeal. bUI for t/>m ~ 60°. (e) Find the value of
fJ that minimizes <Pm. What is fJm(min)?

8.5 Two negalive-feedback systems are compared al some frequency fl. If it is found that
the firsl has T(jfll = 10 /- 180" and the second has njf,) = 10 /-90°, which system
enjoys the smaller magnitude error? The smaller phase error?

8.6 The response of a negalive-feedback circuit wilh (J = O. I VIV is observed wilh Ihe oscil­
losc"!"'. For a I-V input step, Ihe output exhibits an overshool of 12.6% and a final value
of9 V. Moreover, wilh an ac inpul. the phase difference belween output and input reaches
90° for f = 10 kHz. Assurnjpg a 2-pole error amplifier, find its open-lOOp response.

8.7 As mentioned, the rale-of-c1osure considerations hold only for minimum-phase sys­
tems. Verify by comparing the Bode plots of the minimum-phase funclion H(.) = (I +
./21flo')/[(I + ./21f10)(I + ./21flo')) with those of the function H(.)=(I­
./21f 10')/[(1 + ./21f 10)( I + ./21f 10'»), which is similar to the former. except that
its zero is located in the righl half of Ihe complex plane.

8.8 Repeat the PSpice simulation of tbe circuit of Fig. 8.5. bul for the case in which the
loop is broken al the inverting-input pin. Hence. compare the results with Fig. 8.6.

8.9 Assuming ideal op amp, derive an expression for the loop gain of Ihe equal-compone?t
KRC filter of Example 3.8. Hence. discuss the stability of the circuit. What is its gam
margin?

8.2 SlabUity orconstant·GBP op amp c1reulls

8.10 The response ofan uncondilionally slable op amp can be approximated with a dominanl
pole frequency /I and a single bigh-frequency pole j, to account for Ihe phase sbllt due
10 its higber-order roots. (a) Assuming a" = 10' VIV. fl = 10Hz, and P= I VIV. find
lhe actual bandwidlb /B andpbase margin t/>m if f, = I MHz. (b) Find j, fort/>m = 6()";
what is tbe value of f.? (e) Repeat (b).bul fort/>m =45".

An op amp with a(jf) = 10'/(1 + jf/ 10) is placed in a negative-feedback loop with
(J(jf) = Po/(I + jf/lo')'. Find Ihe values of Po corresponding to (a) Ibe onset of
oscillatory bebavior, (b) t/>m = 45", and «.) GM = 20 dB.

8.12 A Howland current pump is implemenled with a constant-GBP op amp and four idenli­
cal resistances. Using rate-of-closure reasoning, show thaI as long as the load is resistive
or capacitive the circuit is stable, but can become unstable if the load is inductive. How
would you compensate il?

8.13 Specify R, in tbe differentiator of Example 8.2 for t/>m = 60". Hence. derive an expres­
sion for H(jf). Wbat is the value of Q?

8.14 An ahemative frequency compensation melbod for Ibe differentiator of Fig. 8.8a is by
means of a suitable feedback capacitance CI in parallel wilh R. Assoming C = 10 nF,
R = 78.7 kO, and GBP = I MHz. specify CI for t/>m = 45°.

8.15 The noninverting differentiator of Fig. P3.2 uses an op amp with GBP = I MHz. If
R' = 78.7 kO and C = 10 nF, verify thai the circuit needs compensation. How would
you stabilize it?

8.16 (a) Show that the circuil of Fig. 8.IOa gives A = -R,jR, X Htp, where Hll' is Ihe
standard second-order low-pass response defined in Eq. (3.44) with fo = JPof, f, and
Q = J(JoMf,/(I + PoMf,)· (b) Find Q in tbe circuil of Example 8.3 hefore com­
pensation. (e) Compensate the circuit for t/>m = 45". and find Q afler compensation.

8.17 In tbe circuit of Example 8.3 find CI for t/>m = 60°; hence. exploil Problem 8.16to find
A(jf), GP, and OS.

8.18 An ahemative way of stabilizing a circuit against stray inpul capacilance C" is by scal­
ing down all resislances 10 raise f, until f, ~ f,. (a) Scale Ihe resislances of Ibe circuil
of Example 8.3 so tbat witb CI = 0 the circuil yields t/>m = 45". (b) Repeal. bUI for
t/>m = 6QO. (e) Wbat is the main advantage and disadvantage of this lechnique?

8.19 Thebigh-sensitivity I-V converter of Fig. 2.2 uses R = I MO. R, = I kO. R, = IOkO.
and tbe LF351 lFET-input op amp, wbicb bas GBP = 4 MHz. (a) Assuming an overall
input stray capacitance C. = 10 pF. show Ibattbe circuil does not have enough phase
margin. (b) Find a capacitance CI Ihal, wben connecled between the output and the
inverting input, will provide neutral compensation. Wbat is tbe closed-loop bandwidtb
of the compensated circuil?

8.20 Using theop amp data ofExample 8.5, find Ihe maximum Cl. thai can be connecled 10 the
output oftbe circuit of Fig. 8. 14a and slillallow for t/>m ~ 45" if (a) R, = R, = 20 kO.
(b) R, = 2 kO, R, = 18 itO, (c) R, = 00. R, = O. (d) Repeat (c). but for t/>m ~ 60°.

8.21 Using PSpice, check the frequency and transient response of tbe circuit of (a) Exam­
ple 8.4 and (b) Example 8.5.
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8.341 Referring to Fig. 8.20a, apply KCL at nodes V, and V" and Ihen eliminale V, to find an
expression for the transfer function V,; Vd . Hence, prove Eqs. (8.24) and (8.25). Hint:
Given two characteristic frequencies f, and h such that f, « h, you can approximate
(I + if/fl)(1 + jf/h) == I + if/f, - f'/f,Iz.

FIGURE P8.n
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I MCl

R,

IOkCl

c8.22 Using the op amp data of Example 8.5. design an amplifier with Ao=+10 VIV., under
the constraint that the sum of all resistances be 200 kO, and Ihat it be capable of driving
a 10-nF load. Then use PSpice 10 verify its frequency and transient responses.

8.3 lotemal rrequency compensation

8.23 Modify the circuit of Example 8.5 for unity-gain voltage-follower operation. Then use
PSpice to find GP and as.

8.25 (a) Assuming the op amp has a constant GBP of I MHz, discuss the stability of the
multiple-feedback band-pass filter of Fig. 3.31, and verify with PSpice. (b) Repeat,
but for Ihe -KRC band-pass filter of Problem 3.28 for the case R, = R, = 1.607 kO,
k R, = 1.445 MO, and C, = C, = 3.3 nF.

8.24 Assuming constant-GBP op amps. use linearized Bode plots to investigate the stability
of (a) the wideband band-pass filter of Fig. 3.11, (b) the multiple-feedback low-pass
filter of Fig. 3.32, and (c) the -KRC low-pass filter of Problem 3.27.
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8.26 Find fd !o stabi Iize the It A702 op amp of Example 8.6 for a noninverting gain of 10 VIV.
with (a) <Pm = 60", (b) GM = 12 dB.!(c) GP = 2 dB, (d) as = 5%.

8.27 A voltage comparator is a high-gain amplifier intended for open-loop operation. Fig­
ure P8.27 shows a way of configuring such a device as a voltage follower. (a) Assuming
a Iwo-pole device with ao = 10.1 VIV.. f, = I MHz, and h = 10 MHz, use rate-of­
closure reasoning to show that the circuit can be stabilized by making the product RC
sufficiently large. (b) Assuming a FET-input device, specify Rand C for <Pm = 45°.
(c) Estimate the small-signal bandwidth.

8.31 Forthe op amp of Example 8.9a calculate Ihe actual values of f, and <Pm after compen­
salion. Then verify that the effect of the zero f, is to reduce the phase margin by 9°.

8.32 (a) An opamp has a dominant pole ats = -2"f,.andtwoadditional polesats = -2"h
ands = -2,,1,./, = IOxGBP.Showthatfor<pm ~ 60° we must have h ~ 2.2xGBP.
(b) An op amp has a dominant pole at s = -2"f.. a second pole at s = -2"fz. and
a zero at s = +2"f, , f, = 10 x GBP. Show that for <Pm ~ 45° we musl have
h ~ 1.2 x GBP.

8.33 Prove Eqs. (8.26) and (8.27). Use the hint of Problem 8.30.

c R

8.34 Use PSpice to verify the pole-zero compensation scheme of Example 8.10. Show both
the frequency and transient responses.

FIGURE P8.I7

8.4 External frequency compo_lion

8.35 The op amp of Example 8.11 is configured as a unity-gain inverting amplifier with two
lOO-kO resistances. Use input-lag compensation to stabilize it for <Pm = 45°. Hence,
find A(jf).

8.36 In Fig. P8.36 let R, = R, = R. = 100 kO, R, = 10 kO, and let the op amp have
ao = 10' VIV., f, = 10 kHz, h = 200 kHz, and h = 2 MHz. (a) Verify that the
circuit is unstable. (b) Use input-lag compensaITon to stabilize it for <Pm = 45°. (c) Find
the closed-loop bandwidth after compensation.

8.28 An amplifier has ao = 10' VIV., a dominant-pole frequency f, = I kHz, and an ad­
justable higher-order pole frequency h. Find II and h for a maximally nat closed-loop
response with a dc gain of 60 dB. What is the -3-dB frequency?

8.29 In Fig. PS.29 three CMOS inverters are cascaded to create a rudimentary op amp,
which, in lum, is configured as an ac-coupled inverting amplifier with a closed-loop
gain of -1(1) VIV. (a) Assuming a, = a, = a.1 = _10'/(1 + jf/IO'). show that
with R, = C = I) the circuit is unstable. (b) Specify suitable values for R, and C, to
pmvide dominant-pole stabilization with <Pm = 45°. FIGURE P8.36



8.37 Use the input-lag technique to compensate the capacitively loaded amplifier of
Example 8.5.

8.38 The OPA637 op amp of Fig. P8.38 is a decompensated amplifier with SR = 135 V/lls
and GBP = 80 MHz for 1I (J :::: 5 VN. Since the op amp is not compensated for unity­
gain stability, the integrator shown would he unstable. (a) Show that the circuit can he
stabilized by connecting a compensation capacitance C, as shown. and nnd a suitable
value for C,. for <Pm = 45°. (b) Obtain an expression for H(jj) after compensation
and indicate the frequency range over which the circuit behaves reasonably well as an
integrator.

8.45 The CFA of Problem 6.57 is to be used to design a Butterworth band-pass filter with
fo = 10 MHz and HOBP =0 db. and two alternatives are being considered, namely, the
multiple-feedback and the KRC designs. Which configuration are you choosing, and
why? Show the final circuit.
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FIGURE PI.44

8.46 (a) Show that without C f the CFA I-V converter of Fig. 8.32 yields Vol I, = R, HLP.
where HLP is the standard second-order low-pass response defined in Eq. (3.44) with
fo = (zofb/2trTDR,CD)I/' and Q = lofbl(To + R,)fo. (h) Predict the GP and OS for
the circuit of-Example 8.15 before compensation.

cR
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FIGURE PI,JI

8.39 An op amp with GBP = 6 MHz and To = 30 0 is to operate as a unity-gain voltage
followo:< with an output load of 5 nF. Design an input-lag network to stabilize it. Then
verify its frequency and transient responses via PSpice.

8.47 A cenain CFA has To = 500 and an open-loop dc gain of I VillA, and its frequency
response can be approximated with two pole freqoencies, one at 100 kHz and the other
at 100 MHz. The CFA is to be used as a unity-gain voltage follower. (a) Find the feed­
back resistance needed for a phase margin of 45°; what is the closed-loop bandwidth?
(h) Repeat, bot for a 60" margin.

8.40 Using a decompensated op amp with GBP = 80 MHz and (J..." = 0.2 VN, design a
unity-gain invening amplifier, and find A(j/).

8.41 Using an LF357 decompensated op amp. which has GBP = 20 MHz and (J...., =
0.2 VN. design an I-V convener with a sensitivity of 0.1 VillA under the follow­
ing conslrainl~: ~,,) no nlm[l4.:'u..ation capacitances are allowed, and (b) the closed-loop
bandwidth must he Ilia '. imized. Then find an expression for A(j/).

8.6 Composite ampllllon

8.48 (a) With reference to the circuit of Fig. 8.34a, show that <Pm is maximized for C f =
(I + R,I R,)'I' 1(2tr R,(j"f,,)"'j. (b) Show that for <P..,m,,' 2= 45" we must have
I+R,IR, :::: tan' 67.5" = 5.8. (c) Assuming 741 opamps,specifysuitablecomponem
values for operation as an inverting amplifier with Ao = - 10 VN and maximum phase
margin. Hence. find the actual values of <Pm and A(jf).

8.42 An op amp with ao = UJ"VN and two coincident pole frequencies fl = h = 10Hzis
configured as an inverting amplifier with R, = I kO and R, = 20 kO. (a) Use feedback­
lead compensation to stabilize it for <p.. = 45'; then find A(j/). (b) Find the value of
Cf !!tat will maximize <p..; next find <Pm as well as tbe corresponding closed-loop band­
width.

8.43 The wideband band-pass filler of Example 3.5 is implemented with an op amp having
ao = 10' VN and two pole frequencies f, = 10 Hz and fz = 2 MHz. Sketch the Bode
plots of la I and II I {J I in the vicinity of fx and find <pm'

11.5 StablUty In CFA dmJlts

8.44 The CFA integrator of Fig. PS.44 uses a series resistance R, between the summing
junction and the inverting-input pin to ensure I/{J :::: (II {J) ... over frequency and thus
avoid instability problems. (a) Investigate the stability of the circuit using Bode plots.
(b) Assuming the CFA parameters of Problem 6.57. specify suitable components for .
fo = I MHz. (c) List possible disadvantages of this circuit.

8.49 (a) Compare the circuit of Example 8.16 with a circuit implemented by cascading two
amplifiers with individual de gains AIO = A,o ="Ij"iQ VN. (h) Repeat. bot for the
circuit of Example 8. 17.

8.50 An alternative to Eq. (8.37) is I +R,I R, = JO + R,I R, )12, where we have assumed
/.1 = f". (a) Verify that this alternative yields <Pm ;: 65". (b) Apply it to the design of a
composite amplifier with de gain Ao = -50 VIV. (c) Assuming f" = f" = 4.5 MHz,
find A(j/).

8.51 In the composite amplifier of Fig. 8.37 assume OA, hasalO = 100 VlmV, fn = I MHz.
Vos, ;: O. and IBI ;: O. and OA, has a20 = 25 V/mV, /., = 500 MHz, Vos, = 5 mV,
and I B' = 20 IlA. Specify suitable components for Ao = -10 VN, underlhe constraint
h = 0.1 f,. What is the output de error Eo and the closed-loop bandwidth fB?

8.52 For the circuit of Problem 8.51 find the total rms output noise ED" if eD' = 2 nV IJHZ.
' 0 ' = 0.5 pA/JHZ. eo, = 5 nV IJHZ. and ;., = 5 pA/JHZ. Ignore Ilf noise. Can
yoo redoce Eoo ?
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8.53 (a) Find tPm, GP, and OS for the composite amplifier of Fig. 8.38, (bl Find its 1°
phase-error bandwidth, and compare it with that of a single-op-amp realization with
the same value of An, as well as with that of the cascade realization of two amplifiers
with individual dc gains v'A,).

8.54 The active-compensation scheme of Fig. PS.54 (see fEEE Trans. Circuits Syst., vol.
CAS-26, Feb. 1979, pp. 112-117) works for both the inverting and the noninverting
mode of operation of OA,. Show that Vo = [(I/tllV2 + (I - l/tllVd/(I + I/Tl,
1/(1 + I/T) = (I + jf/tl2fd/(I + jf/tlf" - f 2/tlf"tl2f,2l, tl = R,/(R, + R2l,
tl2 = R3/(R, + R.l.

Vo

FIGURE PI,S4

8.55 Apply the scheme of Problem 8.54 to the design of a high-phase-accuracy (al voltage
follower, (b) f- V converter with a sensitivity of 10 VirnA, and (cl difference amplifier
with a dc gain of 100 VN. Assume matched op amps with f, = 10 MHz.
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9.1
VOLTAGE COMPARATORS

The function of a voltage comparator is to compare the voltage I' p at one of its inputs
against the voltage vN at the other, and output either a low voltage VOL or a high
voltage VOH according to

9

NONLINEAR CIRCUITS Vo = VOL

Vo = VOH

forvp < VN

for Vp > VN

(9.la)

(9.lh)

S~Cn()N 9 I

Vultag..:
Compamltll':"o

As shown in Fig. 9.la, the symbolism used for comparators is the same as for op
amps. We observe that while v p and vN are analog variables because they can assume
a continuum of values, v0 is a binary variable because it can assume only one of two
values, VOL or VOH. It is fair to view the comparator as a one-bit analog-Io-digital
converter.

vo(V)

The Response TIme

FIGURE 9.1

Voltage-comparator symbolism and ideal VTC. (All node
voltages are referenced to ground.)

In high:speed applications it is of interest to know how rapidly a comparator responds
as the .lOput state changes from v p < vN to v p > vN, and vice versa. Comparator
speed IS characterized in terms ofthe response time, also called the propagation delay
/po, defined as the time it takes for the output to accomplish 50% of its transition in
response to a predetermined voltage step at the input. Figure 9.2 illustrates the setup

(b)

---+---- vo(V)

(a)

Vee

VP~Yo CMP Yo
YN - -

VEE

Introducing the differential input voltage v D = v P - vN, the above equatioos
can also be expressed as vo = VOL for liD < OV, and Vo = VOH forvD > 0 V. The
voltage transfer curve (VTC), shown in Fig. 9.lb, is a nonlinear curve. At the origin,
the curve is a vertical segment, indicating an infinite gain there, or VO/VD =00. A
practical comparator can only approximate this idealized VTC, with actual gains
being typically in the range from 103 to 106 VN. Away from the origin, the VTC
consists oftwo horizontal lines poSitioned at vo = VOL and vo = VOH. These levels
need not necessarily be symmetric, though symmetry may be desirable in certain
applications. All that matters is that the two levels be sufficiently far apart to make
their distinction reliable. For example, digital applications require VOL;;: 0 V and
VOH ;;: 5 V.

All circuits encountered so far are designed to behave linearly. Linearity is achieved
by (a) using negative feedback to force the op amp to operate within its linear region
and (b) implementing the feedback network with linear elements.

UsiRg a high-gain amplifier with positive feedback, or even with no feedback
at all, causes the device to operate primarily in saturation. This bistable behavior
is highly nonlinear and form",the basis of voltage-comparator and Schmitt-trigger
circuits.

Nonlinear behavior can also be achieved by implementing the feedback network
with nonlinear elements, such as diodes and analog switches. Common examples
include precision rectifiers, peak detectors, and sample-and-hold amplifiers. Another
class of nonlinear circuits exploits the predictable exponential characteristic of the
BJT to achieve a variety of nonlinear transfer characteristics, such as logarithmic
amplification and analog multiplication. This category of nonlinear circuits will be
investigated in Chapter 13.

9.1 Voltage Comparators
9.2 Comparator Applications
9.3 Schmitt Triggers
9.4 Precision Rectifiers
9.5 Analog Switches
9.6 Peak Detectors
9.7 Sample-and-Hold Amplifiers

Problems
References
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FIGURE 9.3
Threshold detector.
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SECTION 9.1

Vol...
Comparators

The Op Amp as a Voltage Comparator

FIGURE 9.1

The response time of a comparator.

I
for the measorement of tpD. Though the inpot step magnitude is typically on the
order of 100mV. its limits are chosen to barely exceed the level required to cause the
output to switch stales. This excess voltage is called the input overdrive V00. with
typical overdrive values being I mV. 5 mV. and 10mV. In general tpD decreases
with Voo. Depending on the particular device and the value of Voo. tpD can range
from a few microseconds to a few nanoseconds.

(a) (b) used a 741 op amp. the time to accomplish 50% ofthe output transition would have
been tR =. V,~tlSR = (13 V)/(0.5 V/lJ.s) = 26 IJ.S. an intolerably long time in
many applicatIOns. The reason for using the 301 op amp is that it comes without
the internal frequency-compensation capacitance Ce• so it slews more rapidly than
the ?41.op amp: Frequency compensation is indispensable in negative-feedback
applicatIOns but IS superfluous in open-loop applications. where it only slows down
the comparator unnecessarily.

Whether in~ernally co.mpensated or not. op amps are intended for negative­
feedback operatIOn. so their dynamics are not necessarily optimized for open-loop
operation. Moreover. theirootput saturation levels are generally awkward to interface
t? digital circu!lry. These a?d ~ther needs peculiar of the voltage-comparison opera­
lion have proVided the mOllvatlon for developing a category of high-gain amplifiers
specifically optimized for this operation and thus called voltage comparators.

When speed is not critical. an op amp can make an excellent comparator. 1especially
in view ofthe extremely high gains and low input offsets available from many popular
op amp families. The VTC ofa practical op amp was depicted in Fig. 1.39. where we
expressed vD in microvolts in order to be able to visualize the slope of the VTC in
the linear region. In comparator applications vD can be a hefty signal. so it is more
appropriale to express it in volts than in microvolts. If we do so. the horizontal scale
undergoes so much compression that the linear-region portion of the VTC coalesces
with the vertical axis. resulting in a curve of the type of Fig. 9.1 b.

The circuit of Fig. 9.3a uses a 30 I op amp to compare v I against some voltage
threshold. VT. When v I < VT the circuit gives v0 = - V,a' :;: - 13 V. and when
vI > VT it gives v0 = +V.al :;: +13 V. This is illustrated in the figure via both the
VTC and the voltage waveforms. Since v0 goes high whenever v I rises above VT.
the circuit is aptly called a threshold de/ector. If VT = 0 V. the circuit is referred to
as a zero-crossing de/ector.

It is important to realize that when used as a comparator. the op amp has no
control over \' N due to the absence of feedback. The amplifier now operates in the
open-loop mode and. because of its extremely high gain. it spends most of its time
in saturation. Clearly. vN no longer tracks v p !

Though the output transitions in Fig. 9.3c have been shown as instantaneous.
we know that in practice they take some time due to slew-rate limiting. Had we

General-Purpose IC Comparators

Figure 9.4 depicts one of the earliest and most popular voltage comparators. the
LM311 (National Semiconductor). The input stage consists of the pnp emitter fol­
lowers QI and Q2 driving the differential pair Q3-Q4' The output of this pair is
further amplified by the QS-Q6 pair and then by the Q7-QS pair. from which it
emerges as a single-ended current drive for the base of the output transistor Qo.
CirCUit operation is such that for vp < vN. Qs sQ!lrces substantial current to the base
of Q o. keeping it in heavy conduction; for vp > vN. the base drive is removed and
Q0 is thus in cutoff. Summarizing.

Qo=Off forvp>vN (9.20)

Qo = On for vp < VN (9.2b)

The function of Q9 and Rs is to provide overload protection for Qo. in the manner
discussed in Section 5.7 for op amps. The reason for using pnp input transistors is
to allow for the input voltage range as defined in Section 5.7 to extend all the way
down to VEE. and also to sustain a high differential input voltage.

When on. Q0 can draw up to 50 rnA of current. When off. it draws a negligi­
ble leakage current of 0.2 nA typical. Both the collector and the emitter terminals
(ignoring Rs) are externally accessible to allow for custom biasing of Qo. The
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FIGURE 9.6

(a) Biasing Ihe LM311 OUlpulStage wilh a pulldown resislance RE. (b) VTC
comparison for pullup and pulldown biasing. (Counesy of Nalional Semi­
conduclor.)

For vp > vN, Qa is in cutoff and is modeled with an open circuit as in Fig. 9.5c.
By the pullup action of Re we can write

The above expressions indicate that the output logic levels are under the con­
trol oflhe user. For example, letting VCC(logic) =5 V and VEEllogic) =0 V provides
TTL and CMOS compatibility. Letting VCC(logic) = 15 V and VEE(logic) = -15 V
yields ±15-V output levels, but without the notorious uncenainties of op amp sat­
uration voltages. The 311 can also operate from a single 5-V logic supply if we let
VCC(logic) = Vcc = 5 V and VEE(logic) = VEE = 0 V. In fact, in the single-supply
mode the device is rated to funclion all the way up to VCC = 36 V.

Figure 9.00 shows another popular biasing scheme, which uses a pulldown
resistance RE to operate Qa as an emitter follower. This alternative is useful

FIGURE 9.5
(a) Biasing the LM311 OUlpul stage wilh a pullup resislance Re. Equivalenl circuits for Ihe
(a) "output low" and (b) "OUIPUI high" states.

(9.3a)

OUTPUT
7

forvp < vNva = VOL;;; VEE(logic)

2
Qo'p

'.
R,
4ll

4
I

VEE GND

(n)

3kQ

Ground Vee

Input Output

Inpul Balance/Strobe

VEE Balance

(b) (e)..
FIGURE 9.4

The LM311 voltage comparalor: (a) simplified circuit diagram. (b) pinout. and (e) offset
nulling. ICoune,y of National Semiconductor.)

most common biasing scheme involves a mere pullup resistance Rc, as shown in
Fig. 9.5a. For vp < VN, Qa salurates and is thus modeled with a source VCE(sa!)

as in Fig 9.5b. So, va = VEE(logic) + VCE(sa.)' Typically VCE(sa!) ;;; 0.1 V. so we
can approximate
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GND

(a)

out 2 oul3

out I ou,4

Vee GND

in 5- in4+

in 5+ in 4-

in 2- in 3+

in 2+ in 3-

VN o-------t---t----.J

(b)

FIGURE 9.8

Simplified circuit diagram and pinout of the LM339 quad comparator.
(Courtesy of National Semiconductor.)

can sink 16 rnA typical, 6 rnA minimum; when off, its collector leakage is typically
0.1 nA.

The waveforms of Fig. 9.9, obtained with a 5.I-kQ piJllup resistance, reveal
that for a given input overdrive, the circuit takes longer to swing from VOL to VOH

than from VOH to VOL. This dissymmetry is due to charge-storage effects in Q o·

(9.4)

0.2 ... 0.1 0.1
-(,oS)

I I I .. '
I

~ #_.'. - '..
Soiv- • r--
","v

I I
I I
V, -' ± 15V
TA - 25·C
I I I

..........t......................
E

f
I
I:
L~
J- ...

R..,..'ltlml" VI.....
IlpulaVlrdrlvn

FIGURE 9.7

Typical response times of the LM311 comparator. (Courtesy of National
Semiconductor.)

where Vos is the input offset voltage, IN and Ip the currents into the inverting- and
noninverting-input pins, and Rn and Rp the external dc resistances seen by the same
pins. At 25 °C,the LM31 I has, typically, Vos =2mV,IB = (/P+IN)/2 = lOOnA
(flowing out of the device because of the pnp input BJTs), and los = Ip - IN =
6 nA. Some comparators have provisions for internal offset nulling. Nulling for the
LM311 is shown in Fig. 9.4c.

Another very popular comparator, especially in low-cost single-supply appli­
cations. is the LM339 quad comparator (National Semiconductor) and its deriva­
tives. As shown in Fig. 9.8a, its differential input stage is implemented with the
pnp Darlington pairs QI-Q2 and Q3-Q4, which result in a low-input-bias cur­
rent as well as an input voltage range extending all the way down to 0 V. The
current mirror Q5-Q6 forms an active load for this stage and also converts to a
single-ended drive for Q7. This transistor provides additional gain as well as the
base drive for the open-coHector output transistor Qo. The state of Q0 is con­
trolled by vp and vN according to Eq. (9.2). Open-collector output stages are
suited to wired-OR operation, just like open-collector TTL gates. When on, Q0

when interfacing to grounded loads such as silicon controlled rectifiers (SCRs),
an example of which will be discuskd in Section 11.5. The VTCs for the two
biasing schemes are shown in Fig. 9.6b. Note the opposing polarities of the two
curves.

Figure 9.7 shows the response times of the 311 for various input overdrives.
The responses corresponding to Vod = 5 mV are often used for comparing dif­
ferent devices. Based on the diagrams, we can characterize the 311 as basically a
200-ns comparator when used with a pullup resistor on the order of a few kilo­
ohms.

Like their op amp cousins, voltage comparators suffer from dc input errors
whose effect is to shift the input tripping point by an error
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LM339 response limes. (Counesy of National Semiconductor.)
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FIGURE 9.tO

Comparator with lalch enable, and waveforms.

converters. The symbolism and timing for these comparators are shown in Fig. 9. 10.
To guarantee proper output data, vD must be valid at least IS ns before the latch­
enable ~ommand is asserted, and must remain valid for at least I H ns thereafter, where
IS and IH represent, respectively, the selup and hold times. Popular examples oflatch
comparators are the CMP-05 (Analog Devices) and LTlOl6 (Linear Technology).
The latter has 'S = 5 ns,lH = 3 ns, and 'pD = 10 ns.

Another useful feature available in some comparators is the strobe control,
wh.ich disables the device by forcing its output stage into a high-impedance state.
~tS feature is designed to facilitate bus interfacing in microprocessor applications.
Ftnally, for increased ftexibility, some oomparators provide the output both in true
(Q) and in negated (Q) form.

The olher pertinent characteristics are, typically, Vos = 2 mV, [B = 25 nA, and
[os =5 nA. Moreover, the opemting supply range is from 2 V to 36 V, and the input
vollage range is from 0 V to Vee - 1.5 V.

Comparators are available in a variety of versions, such as duals and quads,
low-power versions, FET-input versions, and rail-to-rail versions. The LMC72 I I
(National Semiconductor) is a micropower CMOS comparator with rail-to-rail ca­
pabilities both at the input and at the output; the LMC722 I is similar, but with an
open-drdin output. Consull the manufacturer catalogs to find the range of avail­
able products as well as macromodels for SPICE simulations. The libmry file
EVAL.LtB that comes with the student version of PSpice includes a Boyle-type
model for the 311 comparator. This model is activated via a command of the
type

XCIII' vP vN vee vu vOC VOOIID LIll11

where voc and vO<IIID are the open-collector output and the output ground terminals,
respectively.

(a) (h)

High.Speed Comparators
9.2

COMPARATOR APPLICATIONS

High-speed data converters, s'bch as llash A-D converters, to be studied in Chapter 12,
rely on the use ofcommensurately fast voltage comparators. To serve this and similar
needs, very high-speed comparators are available with response times on the order
of 10 ns or less. Such speeds are achieved through circuit techniques and fabrication
processes similar to those of the faster logic families such as Schottky TTL and ECL.
Moreover, to fully realize these capabilities, suitable circuit construction techniques
and power-supply bypass are mandatory on the part of the user.2

These comparators are often equipped with output latch capabilities, which
allow freezing the output state in a latch ftip-ftop and holding it indefinitely until the
arrival of a new latch-enable command. This feature is especially useful in ftash A-D

Comparators are used in various phases of signal generation and transmission, as
well as in automatic control and measurement. They appear both alone or as part
of systems, such as A-D converters, switching regulators, function generators. V-F
converters, power-supply supervisors, and a variety of others.

Level Detectors

The function of a level detector, also called a Ihreshold delector. is to monitor a
~ . .

YSlcai variable that can be expressed in terms of a voltage, and signal whenever



Vee

FIGURE 9.11

Basic level detector with optical indicator.

EXAMPLE 9.1. In the circuit of Fig. 9.11 let VOE' = 2.0 Y, R, = 20 kO, and R, =
30 kO. Assuming a 339 comparator with Vos = 5 mY (maximum) and I. = 250 nA
(maximum), estimate the worst-case error of your circuit.
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the same direction, for a net inverting-input rise of Vos + (RI II R,)/N = 5+3 = 8 mY
(maximum). This has the same effect as an 8-mY drop in VOEF, giving Vr = (I +
30/20)(2 - 0.008) = 4.98 Y instead of Vr = 5.00 Y.

Level detection can be applied to any physical variable that can be expressed in terms
of a voltage via a suitable transducer. Typical examples are temperature, pressure,
strain, position, Ouidic level, and light or sound intensity. Moreover, the comparator
can be used not only to monitor the variable, but also to control it.

Figure 9.12 shows a simple temperature controller, or thermostat. The compara­
tor, a 339 type, uses the LM335 temperature sensor to monitor temperature, and the
LM395 high-beta power transistor to switch a heater on and off in order to keep tem­
perature at the setpoint established via R2. The LM335 is an active reference diode
411igned to produce a temperature-dependent voltage according to V (T) =T / I00,
~ T is absolute temperature, in kelvins. The purpose of Rs is to bias the sensor.
RJr the circuit to work over a wide range of supply voltages, the transducer-bridge
voltage must be stabilized. This function is provided by the LM329 6.9-V reference
diode, which is biased via R4. -

The circuit operates as follows. As long as temperature is above the setpoint,
we have vN > vp; Q0 saturates and keeps the LM395-heater combination off. If,
however, temperature drops below the setpoint, then vN < vp; Q0 is now in cutoff,
thus diverting the current supplied by R6 to the base of the LM395 transistor. The
laller then saturates, turning the heater fully on.

Both Ihe sensor and Ihe healer are placed inside an oven and can be used, for
inslance, 10 thermostat a quartz crystal. This also forms the basis of substrate rhenno­
sraring, a lechnique often used to stabilize the characteristics of voltage references
and log/anlilog amplifiers. We will see examples in Chapter II and 13.

On·Off Control

Solution, We need two comparators, one for overvoltage and the other for undervoltage
sensing. The comparators share the same reference diode, and in both cases vI is the
battery voltage Vee. For the overvoltage circuit we need 13 = (I +R2/RI )2.5 and R. =
(13 - 1.8)/2; use R, = 1O.0kO and R, =42.2 kO, both 1%. and R. =5.6kO. Forthe
undervoltage circuit we interchange the input pins and we impose 10 = (I + R,j RI )2.5
and R. =(1O-1.8)/2;use R, = 10.0 kO and R, =30.1 kO,both I%,and R. =3.9kO.
To bias the reference diode, use R, =(12 - 2.5)/1 ;;;; 10 kO.

If VI is Vee itself, the circuit will monitor its own power supply and func­
tion as an overvoltage indicator. If the input pins are interchanged with each other
so that VN =VREF and vp =VI/(I + R2/R.), then we have an undervolrage
indicator.

EXAMPLE 9.2. Using comparalors of the 339 type, an LM385 2.5-Y reference diode
(fR ;;;; 1 rnA). and two HLMP-4700 LEOs (fLEO ;;;; 2 rnA and VUD ;;;; 1.8 Y), design a
circuit that monitors a 12-Y car battery and cau,. the first LED to glow whenever the
battery voltage rises above 13 Y, and causes the second LED to glow whenever it drops
below 10 Y.

I

(9.5)

,
the variable rises above (or drops below) a prescribed value called the set value.
The detector output is then used to undertake a specific action as demanded by the
application. Typical examples are the activation of a warning indicator, such as a
Iight-emitling diode (LED) or a buzzer, the turning on of a motor or heater, or the
generation of an interrupt to a microprocessor.

As shown in Fig. 9.11, the basic components of a level detector are: (a) a
voltage reference VREF to establish a stable threshold, (b) a voltage divider R(
and R2 to scale the input vI, and (c) a comparator. The latter trips whenever vI is
such that [R(/(RI + R2)JVI = VREF. Denoting this special value of VI as Vr, we
get

Solution. In this circuit, Ip has no effect because Rp ;:: O. Since 'N Dows out of the
comparator. it raises the inverting-input voltage by (RI II R,)lN = 3 mY (maximum)
when the comparator is about to trip. The worst-case scenario occurs when Vos adds in

For VI < Vr, Qo is off and so is the LED. For VI > Vr, Qo saturates and makes
the LED glow, thus providing an indication of when VI rises above Vr. Interchang­
ing the input pins will make the LED glow whenever VI drops below Vr. The
function of R) is to bias the reference diode, and that of R4 is to set the LED
current.
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FIGURE 9.11

On·off temperalUre '-ontroller.

(a)

FIGURE 9.13

Window detector and ils VTC.
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EXAMPLE 9.3. In the circuil of Fig. 9.12 specify suilable resislances so Ihal the sel·
point can be adjusted anywhere between 50°C and 100°C by means ofa 5-kO polentio­
meter:

Solution. Since V(50 0c) = (273.2 +50)/100=3.232 V, and V (100 0c) = 3.732 V,
the currenl through R2 is (3.732 - 3.232)/5 = O.t rnA. Consequently, R) =
3.232/0.1 =32.3 kO (use 32.4 kO, 1%), and R, =(6.9 - 3.732)/0.1 =31.7 kO (use
31.61<0,1%).

Window Detectors

The function of a window detector, also called a window comparator, is to indicate
when a given voltage falls within a specified band, or window. This function is
implemented with a pair of level detectors, whose thresholds Vn and VrH define
Ihe lower and upper limits of the window. Referring 10 Fig. 9.130, we observe that
as long as Vn < VI < VTH,Iloth QOI and Q02 are off, so Rc pulls Vo to Vee to
yield a high output. Should, however, vI fall outside the range, the output BJT of
one of the comparators will goon (QOt for VI> VrH, Q02 fOfVI < Vn) and bring
vo near 0 V. Figure 9.l3b shows the resulting VTC.

If R,. is replaced by an LED in series with a suitable current-limiting resistor,
the LED will glow whenever v I falls outside the window. If we wish the LED to
glow whenever vI falls inside the window, tben we must insert an inverting stage
between the comparators and the LED-resistor combination. An inverter example is
offered by the 2N2222 BJT of Fig. 9.14.

The window detector shown monitors whether its own supply voltage is within
tolerance. The top comparator pulls the base of the 2N2222 BJT low whenever Vee

drops below a given lower limit, and the bottom comparator pulls lhe base low
whenever Vee rises above a given upper limit; in either case the LED is oFf. For
Vee within lolerance, however, the output BJTs of both comparators are off, letting
R4 tum on the 2N2222 BJT and thus causing lhe LED to glow.

Vee

LM385

2.5 V

FIGURE 9.t4

Power-supply monitor; LED glows as long as Vee is wilhin
specification.
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Bar Graph Meters

A bar graph meter provides a visual indication of the input signal level. The circuit
is a generalization of the window detector in that it partitions the input signal range
into a string of consecutive windows, or steps, and uses a string of comparator-LED
pairs to indicate the window within which the input falls at a given time. The larger
the number of windows, the higher the resolution of the bar display.

Figure 9.15 shows the block diagram of the popular LM3914 bar graph meter
(National Semiconductor). The upper and lower limits of the signal range are set
by the user via the voltages applied to the reference low (RLO) and the reference
high (RHI) input pins. An internal resistance string partitions this range into ten
consecutive windows, and each comparator causes the corresponding LED to glow
whenever vI rises above the reference voltage available at the corresponding tap. The
input level can be visualized either in bar graph form, or as a moving dot, depending
on the logic level applied at the mode control pin 9.

The circuit also includes an input buffer to prevent loading the external source
and a 1.25-V reference source to facilitate input range programming. With the con­
nection of Fig. 9.15 the input range is from 0 V to 1.25 V; however, bootstrapping
the reference source, as in Fig. 9.16, expands the upper limitto (\ + Rz/RI) 1.25 +
RzfAD)' where fAD! is the current flowing out of pin 8. Since fAD! ~ 75 IJ,A,
specifying Rz in the low-kilohm range will make the RZfAD! term negligible, so the
input range is from 0 V to (I + Rz/ RI) 1.25 V. A variety of other configurations are
possible, such as multiple-device cascading for greater resolution, and zero-center
meter operation. Consult the data sheets for more details.

The LM3915 is similar to the LM3914, except that the resistance string values
have been chosen to give 3-dB logarithmic steps. This type ofdisplay is intended for
signals with wide dynamic ranges, such as audio level, power, and light intensity.
The LM3916 is simi liar to the LM3915, except that the steps are chosen toconfigure
the device for VU meter readings, the type of readings commonly used in audio and
radio applications.

Window comparators are used in production-line testing to sort out circuits that
fail to meet a given tolerance. In this and other automatic test and measurement
applications, Vn and VTH are usually provided by a computer via a pair of D-A
converters.

412 EXAMPU; '.4. Specify suitable component values so that the LED of Fig. 9.14 glows
CIIAPTER 9 for Vee within the band 5 V ±5%, which is the band usually required by digital circuits

Nonlinear Circuits to work according to specification. Assume VLED ;;;; 1.5 V, and impose ILED ;;;; 10 rnA
and IBllN2122J ;;;; I rnA.

Solution. ForVe• = 5+5% = 5.25VwewantvN = 2.5 Vfor the botlom comparator;
for Vee = 5 - 5% = 4.75 V we want vp = 2.5 V for the top comparator. Using the
voltage divider formula twice gives 2.5/5.25 = R,j(R, + R, + R3), and 2,5/4,75 =
(R, + R,)/(R, + R, + R). Let R, = 10.0 kfl; then we get R, = 1.05 kfl and
R) = 10.0 kfl. Moreover, R, = (5 - 0.7)/1 = 4.3 kfl, R, = (5 - 2.5)/1 ;;;; 2.7 kfl,
and R. = (5 - 1.5)/10;;;; 330 fl.

. . --''':I
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(9.6)

The waveforms are shown in Fig. 9. 18.
The degree of symmetry of 1'0 is expressed via the duty eycle

PWII Circuit:

vI 3 0 lin (5V t.SV 100HZ)

v'l'R 3 0 puh. (OV lOV -0.35.. 0.5•• 0.5.. lUI 1mB)

vee 8 0 de 12v
.lib eval-lib
XCIIP 3 3 8 0 7 0 L11111

Rc 8 7 3. 3k

. tran lOOuI 10.. Oms lOOuB

. probe

••nd

its symmetry controlled by vI in linear fashion. This is illustraled in Fig. 9.17 for
the case of a sinusoidal wave VI and a lriangular wave I'TR. Exploiling the 311
macromodel available in the EVAL.L1B file of PSpice. we use Ihe following circuit
tile 10 visualize va for the case of VTR ahemaling between 0 and Vm = 10 V al
I kHz, and v I ahemating between 0.5 V and 9.5 V at 100Hz.

TH
D(%) = 100=---'.:..:=-

TL + TH

where TLand TH denole, respectively, the times spent by va· in the low and the high
state wi.thin a given cycle of VTR. For instance, if va is high for 0.75 ms and low for
0.25 ms,then D(%) = 100 x 0.75/(0.25 + 0.75) = 75%. It is readily seen Ihat for
the example illustrated we have

V·

2

Vee (6M V 101M V)

Vu~u
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6
3 9
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II
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PWM waveforms.

'OY

D(%) = lOO~
Vm

indicating that varying vlover lhe range 0 < vI < Vm varies D over the range
0% < D < 100%. We can regard va as a train ofpulses whose widlhs are controlled,
or modulated, by vI. Pulse-width modulalion (PWM) finds applicalion in signal
transmission and power control.

FIGURE 9.17

Modulating a high-frequency triangular
wave VTR with a low·frequency signal VI.

FIGURE 9.16
o-V to 5-V bar graph meter. (Courtesy of National Semicon­
ductor.)

Pulse-Width Modulation

If a vollage comparator is made 10 compare a slowly varying signal VI against a
high-frequency wave of the triangular or sawtooth type, the outcome is a square
wave ~ith the same frequency as the triangular or sawtoolh wave vTR, but with

vee
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(9.9)

(e)

Volts

..Cb)

I!.VT = VTH - Vn

VOH

vn vTH

VOl,

ISV

(a)

FIGURE 9.1t
Inverting Schmilllrigger. VTC, and sample waveforms.

and in the present case can be expressed as

RI
I!.VT = ---(VOH - VoLl (9.10)

RI + Rz

With the component values shown, I!. VT = 10 V. If desired, I!. VT can be varied
by changing the ratio RI / Rz. Decreasing this ratio will bring VTH and Vn closer
together until, in the limit RI / Rz -> 0, the two vertical segments coalesce at the
origin. The circuit is then an inverting zero-crossing detector.

Nonlnverting Schmitt Trigger

The circuit of Fig. 9.21a is similarto that of Fig. 9.20a, except that VI is now applied
at the noninverting side. For vI «0, the output will saturate at VOL· If we want v0

to snap from VOH to VOL as fast as the amplifier can swing. This, in tum, causes vp

to snap from VTH to Vn, or from +5 V to -5 V. If we wish to change the outpUI
state again, we must now lower v I all the way down to vp = Vn = -5 V, at which
juncture vo will snap back to VOH. In summary, as soon as VN = VI approaches
vp = VT, v0 and, hence, v p, snap away from vN. This behavior is opposite to that
of negative feedback, where vN tracks vp !

Looking at the VTC of Fig, 9.20b, we observe that when coming from the
lefl, the threshold is VTH, and when coming from the right it is Vn. This can also
be appreciated from the waveforms of Fig. 9.2Oc, where it is seen Ihal during the
times of increasing vI the output snaps when vI crosses VTH, but during Ihe times
of decreasing vI it snaps when vI crosses Vn. Note also thaI the horizonlal por­
tions of the VTC can be traveled in eilher direction, under external control, but the
vertical portions can be traveled only clockwise, under the regeneralive effect of
positive feedback.

A VTC with two separate tripping points is said to exhibit hysteresis. The hys­
teresis width is defined as

v,

f\
Cb)

v
FIGURE 9.19

Mechanical models of (a) negalive and (b) positive feedback.

Ca)

Having investigated the behavior of high-gain amplifiers with no feedback, we now
tum to amplifiers with positive feedback, also known as Schmitt triggers. While neg­
ative feedback tends to keep the amplifier within the linear region, positive feedback
forces it into saturation. The two types of feedback are compared in Fig. 9.19. At
power tum-on, both circuits start out with v0 = O. However, any input disturbance
that might try to force 1'0 away from zero will elicit opposite responses. The ampli­
fier with negative feedback will tend to neutralize the perturbation and return to the
equilibrium state Vo = O. Not so in the case of positive feedback, for now the reac­
tion is in the same direction as the perturbation, indicating a tendency to reinforce
rather than neutralize it. The ensuing regenerative effecl will drive the amplifier into
saturation, indicating two stable states, namely, v0 = VOH and v0 = VOL.

In Fig. 9.19 negative feedback is likened to a ball at the bottom of a bowl, and
positive feedback to a ball al the top of a dome. If we shake the bowl to simulate
electronic noise, the ball will eventually return 10 its equilibrium position at the
bottom, bUI shaking the dome will cause the ball 10 fall to either side.

Inverting Schmitt TrIgger

The circuit of Fig. 9.2Oa uses a voltage divider to provide positive dc feedback
around a 30I op amp. The circuit can be viewed as an inverting-type threshold
detector whose threshold is controlled by the output. Since the output has two stable
states, tliis threshold has two possible values. namely,

. RI RI
VTH = ---VOH Vn = ---VOL (9.8)

RI + Rz RI + Rz
With Ihe output saturating at ± 13 V, the component values shown give VTH = +5 V
and Vn = - 5 V. also expressed as VT = ±5 V.

The best way 10 visualize circuit behavior is by deriving ils VTC. Thus, for
vI «0, the amplifier saturates at VOH = + 13 V, giving vp = VTH = +5 V. Increas­
ing vI moves the operating point along the upper segmenl of the curve until vI

reaches VTH. AI this juncture Ihe regenerative action of positive feedback causes v0
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Schmitl Triggers

(aJ (bJ Ie)
la) (bl

FIGURE 9.11
Noninverting Schmitl trigger, VTC, and sample waveforms. FIGURE 9.11

Single-supply inverting Schmitl trigger.

(9.lla)

(9.llb)

equations. we apply the superposition principle and write

v _ Rill R3
n - (R) II R3) + R2 Vee

Rearranging gives

As we know. the circuit gives VOL;:O V. To achieve VOH;: Vee, we specify R4 «
R3 + (R) II R2). Then, imposing v p = Vn for vo = VOL = 0, and v p = VTH for
Vo = VOH = Vee, we getOnce v0 has snapped to VOH, v / must be lowered if we want v0 to snap back to

VOL. The tripping voltage Vn is such that (VOH - 0)1 R2 = (0 - Vn) I R" or

R)
Vn = --VOH

R2

to switch state, we must raise v / to a high enough value to bring v p to cross vN =0,
since this is when the comparator trips. This value of v /, aptly denoted as VTH, must
be such that (VTH -O)IR, = (0- VoLlIR2,or

RI
VTH = --VOL

R2

Since we have two equations and four unknown resistances, we fix two, say, R4 and
R3 » R4, and then solve for the other two.

EXAMPLE 9.5. Let the comparator of Fig. 9.22a be the LM339 type with Vcc = 5 V.
Specify suitable resistances for VOL =0 V, VOH = 5 V, Vn = 1.5 V, and VrH = 2.5 V.

Solution. Let R. = 2.2 kO (a reasonable value) and let R, = 100 kO (which is
much greaterlhan 2.2 kO). Then, II R2=(1.5/3.5)(11 Rt + I/lllO) and II R, = II R2 +
I/lllO. Solving yields Rt =40 kO (use 39 kO) and R2 =66.7 kO (use 68 kO).

The resulting VTC, shown in Fig. 9.21b, differs from that of Fig. 9.20b in that
the vertical segments are traveled in the counterclockwise direction. The output
waveform is simil," I., lhal of )he inverting Schmitt trigger, except for a reversal in
polarity. The hysteresis width is now

(9.12)

and it can be varied by changing the ratio RII R2.ln the limit RIIR2 --+ 0 we obtain
a noninverting zero-crossing detector.

VTC Offsetting
I

I Vn (I I)
R2 = Vee - Vn R;- + R3

..!.. __ Vee - VTH (..!.. + _I ) (9.13)
RI VTH R2 R3

In single-supply Schmitt triggers the need arises to offset the VTC so that it lies
entirely within the first quadrant. The circuit of Fig. 9.22a achieves the positive
offset depicted in Fig. 9.22b by using a pullup resistance R2. To find suitable design

. Figure 9.23a shows the noninverting realization of the single'-supply Schmitl
trigger. Here, the function of R) and R2 is to provide a suitable bias for vN.lmposing
Rs « R3 + R4 to ensure VOH ;: Vee, and following a similar line of reasoning,
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(a)

FIGURE 9.13

Single-supply noninverting Schmitt trigger.

(b) FIGURE 9.15
Using hysteresis to eliminate chatter.

When processing slowly varying signals, comparators tend to produce multiple out­
put transitions. or bounces. as the input crosses the threshold region. Figure 9.24
shows an example. Referred to as comparator ehalle" these bounces are due to
ac noise invariably superimposed on the input signal, especially in industrial envi­
ronments. As this signal crosses the threshold region. noise is amplified with the

one can readily show (see Problem 9.10) that

R3 VrH - vri R2 Vee - Vn
R4 = Vee R, = VrH

These equations are used to achieve the desired Vn and VrH.

Eliminating Comparator Chatter

(9.14)

full open-loop gain. causing output chatter. For instance. the LM311 comparator.
whose gain is typically 200 VImV. requires an input noise spike of only
(5/200.000)=25 /LV to cause a 5-V output swing. Challer is unacceptable in
counter-based applications.

The problem is eliminated with the help of hysteresis, as shown in Fig. 9.25. In
this case, as soon as vI crosses the present threshold. the circuit snaps and activates
the other threshold, so v I must swing back to the new threshold in order to make
v0 snap again. Making the hysteresis width greater than the maximum peak-to-peak
amplitude of noise prevents spurious output transitions.

Even in situations where the input signal is relatively clean, it always pays to
introduce a small amount of hysteresis, say. a few millivolts, to stave off poten­
tial oscillations due to stray ac feedback caused by parasitic capacitances and the
distributed impedances of the power-supply and ground busses. This stabilization
technique is particularly important in 1Iash A-D converters.

Volts RJBteresis In On-Off Controllers

(a)

FIGURE 9.14
Comparator chatter.

(b)

Hysteresis is used in on-off control to avoid overfrequent cycling of pumps, fur­
naces. and motors. Consider, for instance. the temperature controller discussed in
connection with Fig. 9.12. We can easily tum Tt into a home thennostat by having
the comparator drive a power switch like a relay or a triac to tum a home furnace on
or off. Starting with temperatures below the setpoint, the comparator will activate
the furnace and cause temperature to rise. This rise is monitored by the temperature
sensor and conveyed to the comparator in the fonn of an increasing voltage. As
soon as the temperature reaches the setpoint, the comparator will trip and shut off
the furnace. However. the smallest temperature drop following furnace shut off will
suffice to trip the comparator back to the active state. As a result. the furnace will be
cycled on and off at a rapid pace. a very taxing affair.

In general, temperature need not be regulated to such a sharp degree. Allowing
a hysteresis of a few degrees will still ensure a comfortable environment and yet

..



422

CHAPTER 9

Nonlinear Circuits

reduce furnace cycling significantly. This we achieve by providing a small amount
of hysteresis.

EX AMPLE 9.6. Modify the temperature controller of Example 9.3to ensure a hysteresis
of about ± I "c. The LM395 power BJT has typically VBE,,,", = 0.9 Y.

Solution. Connect a positive-feedback resistance R,. between the output Vo and the
noninvening input vp of the comparator, so that !'>v p = !'>vo Rw/(Rw + Rr). where
Rw is the equivalent resistance presented to R, by the wiper. With the wiper in the
middle, Rw = (R, + R,/2)II(R, + R,/2) = 17.2 kQ. Using !'>vo = 0.9 Y and
!'>v p = ± I x 10 mY = 20 mY, and solving, we get R,. ;;; 750 kQ.

SuperditKle
~-------------,, ,
, I, ,, ,
I I
I ,
, >-~.....-+---....-<> ~'o

r--+-'--i
R

FIGURE 9.27
Basic half-wave recti tier.
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Half-Wave Rectifiers

An FWR is also referred to as an absolute-value circuit.

R

0--+--0 Vo = 0

The analysis of the circuit of Fig. 9.27 is facilitated if we consider the cases vI > 0
and v I < 0 separately.

\. v I > 0: In response to a positive input, the op amp output VOA will also swing
positive, turning on the diode and thus creating the negative-feedback path shown
in Fig. 9.28a. This allows us to apply the vinuai-short principle and write 1'0 =
vI. We observe that to make v0 track vI, the op amp rides its output a diode
drop above vo, that is, VOA = vo + VD(on) =Vo + 0.7 V. Placing the diode
within the feedback loop in effect eliminates any errors due to its forward-voltage
drop. To emphasize this dramatic effect of negative feedback, the diode-op amp
combination is referred to as a superdiode.

2. v I < 0: Now the op amp output swings negative, turning thc diode off and
thus causing lhe current through R to go to zero. Hence, v0 = O. As pictured
in Fig. 9.28b, the op amp is now operating in the open-loop mode, and since
v p < VN, the output saturates at VOA = VOL. With VEE = -15 Y, VOA =-13 V.

A disadvantage of this circuit is thai when v I changes from negative to positive,
the op amp output has to come out of saturation and then swing all the way from
VOA = VOL =-13 V to VOA =vI + 0.7 V in order to close the feedback loop.
All this takes time, and if VI has changed appreciably meanwhile, vo may exhibit

(9.16)

(9.15a)

(9.l5b)

(b)

for VI > 0

for VI < 0vO =0

Vo = VI

(a)

FIGURE 9.16
Half-wave rectifier (HWR) and full-wave rectifier (FWR).

A half-wave rectifier (HWR) is a circuit that passes only the positive (or only the
negative) portion of a wave, while blocking out the other portion. The transfer
characteristic of the positive HWR, pictured in Fig. 9.200, is

A/ull-wave rectifier (FWR), besides passing the positive portion, inverts and then
passes also the negative portion. lIS transfer characteristic, depicted in Fig. 9.26b, is
vo = VI for VI > 0, and Vo = -VI for VI < 0, or, more concisely,

FIGURE 9.28

Equivalent circuits of the basic HWR for (a) positive and (b) negative inputs.

Rectifiers are implemented using nonlinear devices such as diodes. The nonzero
forward-voltage drop VD(oo) ofa practical diode may cause intolerable errors in low­
level signal rectification. As we shall see, this shortcoming is avoided by placing the
diode inside the negative-feedback path of an op amp.

(a) (b)
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FIGURE 9.29

Improved HWR and its VTC.
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Full-Wave Rectifiers

One way of synthesizing the absolute value of a signal is by combining the signal
itself with its inverted half-wave rectified version in a l-t0-2 ratio, as shown in
Fig. 9.30. Here OA I provides inverting half-wave rectification, and OA2 sums vI and
the HWR output VHW in a l-to-2 ratio to give Vo = -(Rs/ R4)VI - (Rs/ R3)VHW.
Considering that VHW = -(R2/ R!lvi for VI > 0, and VHW = 0 for VI < 0, we can
write

intolerable distortion. The improved HWR ofFig. 9.29a alleviates this inconvenience
by using a second diode to clamp the negative saturation level just a diode drop below
ground. Proceeding as usual, we identify two cases:

I. vI > 0: A positive input causes DI to conduct, thus creating a negative-feedback
path around the op amp. By the virtual-ground principle we have VN =0, indi­
cating Ihat DI now clamps the op alnpoutput at VOJ! = - VDl(on). Moreover, D2
is off, so no current flows through R2 and, hence, v0 = O.

2. vI < 0: A negative input causes the op amp output to swing positive, thus turning
D2 on. This creates an alternative negative-feedback path via D2 and R2' which
still ensures vN = O. Clearly, DI is now off, so the current sourced by the op amp
to R2 must equal the current sunk by VI from RI. or (vo - 0)/R2 = (O-vil/ RI.
This gives vo = (-R2/R,)VI. Moreover, VOJ! =Vo + VD2(on).

Circuit behavior is summarized as

Vo = 0 for VI > 0 (9.I7a)

Vo = -(R2/R,)VI forvl < 0 (9.I7b)

and the VTC is shown in Fig. 9.29b. In words, the circuit acls as an inverting HWR
with gain. The op amp output VOJ! still rides a diode drop above vo when vo > 0;
however, when vo = 0, VOJ! is clamped at about -0.7 V, that is, within the linear
region. Consequently, the absence ofsaturation-related delays and the reduced output
voltage swing result in much improved dynamics.

Vo = ApVI

vo = -AnVI

for VI > 0 V

for VI < 0 V

(9.180)

(9. Igb)

FIGURE 9.JO

Precision FWR, or absolute-value circuit.

where

An = RS A p = R2 RS _ An (9.19)
R4 RIR3

We want both halves of the input wave to be amplified by the same gain Ap = An =
A, for then we can write vo = AVI for VI > 0 and vo = -Avi for VI < 0, or,
concisely,

Vo = AlvtI (9.20)

One way of achieving this goal is by imposing RI = R2 = R4 = R, R3 = R/2,
and Rs = AR, as shown; then. A = Rs/R.

Because of resistance tolerances, Ap and An will generally differ from each
other. Their difference

R2 RS Rs
Ap - An =-- - 2-

RI R3 R4

is maximized when R2 and R4 are maximized and RI and R3 are minimized. (Rs
can be ignored since it appears in both terms.) Denoting percentage tolerance as p
and substituting R2 = R4 = R( I + p) and RI = 2R3 = R(I - p) gives

(
I+p I)A - A - 2A --- - -­I p nlmax - (I _ p)2 I + P

where A = Rs/ R. For p « I we can ignore1ligher-order powers of p and use
the approximations (I ± p)-I ~ (I 'f pl. This allows us to estimate the maximum
percentage difference between A p and An as

100iAp - Ani ~ 800p
A max

For instance, with I% resistances, Ap and An may differ from each other by as
much as about 800 x 0.01 = 8%. To minimize this error, we can either use more
precise resistors, such as laser-trimmed IC resistor arrays, or trim one of the first
four resistors, say, R2. .

The alternative FWR realization ofFig. 9.31 requires only two matched resistors.
For vI > 0, DI is on, allowing OA t to keep its inverting input at virtual ground.

, .
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(a) (h)

200Hl C

I ~F

20kll 20kll 100 kll 200 kll SOkll

IN4148
LTII22., + IN4148

·0LTI122

FIGURE 9.l1
(al Relalionship between V"", and Vm • and between V.., and Vm • (bl Block diagram of an
ac-de converter.

FIGURE 9.ll

Wideband ac-de convener.

Substituting v (I) = Vm sin 2rrft and integrating gives

Vnns = Vm/../2 = 0.707Vm

The relationships between average and rms values and peak value are depicted in
Fig. 9.32a. These relationships. which hold for sinusoidal waves but not necessarily
for other waveforms. indicate that in order to obtain Vrms from Vavg • we need to
multiply the latter by (I/../2)/(2/rr) = 1.11. The complete block diagram of an
ac-dc converter is thus as in Fig. 9.32b.

Figure 9.33 shows a practical ac-dc converter implementation. The gain of
1.11 VN is adjusted by means of the 50-kQ pot. and the capacitance provides
low-pass filtering with cutoff frequency /0 = I/2rr RsC. where Rs is the net resis­
tance in parallel with C. or 1.11 x 200 = 222 kQ. Hence. /0 = 0.717 Hz. Using
the LTI122 fast-settling JFET-input op amps allow the circuit to process a 10-V
peak-to-peak ac signal with a 2-MHz bandwidth.

The capacitance must be sufficie1lJly large to keep the residl:al output ripple
within specified limits. This requires that /0 be well below the minimum operating

Ac-dc Converters

FIGURE 9.ll
FWR using only two matched resistors.

The most common application of precision absolute-value circuits is ac-dc conver­
sion. that is. the generation of a de voltage proportional to the amplitude of a given ac
wave. To accomplish this task. the ac signal is first full-wave rectified, and then low­
pass filtered to synthesize a dc voltage. This voltage is the average of the rectified
wave, ..

I loT.. Vavg = - IV(I)I dl
T 0

where V(I) is the ac wave and T is its period. Substituting V(I) = Vm sin 2rrft. where
Vm is the peak amplitude and / = 1/ T is the frequency. gives

Vavg = (2/rr)Vm = 0.637Vm

An ac-dc converter is calibrated so that when fed with an ac signal it gives its
rool-mean-square (rms) value.

(

T ) 1/2
Vrms = ~ 10 V

2
(1) dl

With the output of OA I clamped at - VD, (on). V2 is off. allowing R4 to transmit vI
to OA2. The latter. acting as a noninverting amplifier. gives vo = ApVI.

R3
A =1+-

P R2

Forvl < O. VI is off and V2 is forward biased by R4. OAI sti1l keeps its inverting
input at virtual ground. but via the feedback path V2-0A2-R3-R2. By KCL. (O-v il/
RI = (vo - 0)/(R2 + R3). or Vo = -A.vl.

R2+ R3
A.=---

RI

Imposing Ap = A. = A allows uS to write concisely Vo = Aiv/l. This condition
is met by imposing RI = R2 = Rand R3 = (A -I)R. as shown. Clearly. only two
matched resistances are needed.
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"as = 0

(e)

+--.,. Vos

..

vos= 0

! Deer. VGS

(b)

-t:===;;:::=--~Vos

(a)

G

+
VGS

frequency fmin' Since an FWR doubles the frequency, the criterion for specifying C
becomes

I
C » -:-=:-=--

4Jr Rsfmin

As a conservative rule of thumb, C should exceed the right-hand tenn by the inverse
of the fractional ripple error that can be tolerated at the output. For instance, for a 1%
ripple error, C should be about 1/0.0 I = 100 times as large as the right-hand tenn.
To remain within this error all the way down to the low end of the audio range, so
that fmin = 20 Hz, the above circuit would require C = loo/(4Jr x 222 x )(P x
20) ;;: 1.8 p.F.
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9.5
ANALOG SWITCHES

FIGURE '.3S

The n-<:hannel JFET (VaSlolf) < 0), and its i -v characteristics.

Many circuits require electronic switches, that is, switches whose state is voltage­
programmable. Chopper amplifiers, D-A converters, function generators, SIH ampli­
fiers, and switching power supplies are common examples. Switches are also used to
route signals in data acquisition systems, and to reconfigure circuits in programmable
instrumentation.

(9.21)

swr-:C/O------.'! ~i :

L
(a)

-F
1nscd(CIO = H)

Open (C/O = L)
v

(b)

the control voltage VGS applied between gate and source. For VGS =0 the channel
is highly conductive. this being the reason why JFETs are said to be normally on
devices. Making VGS progressively more negative reduces channel conductivity until
a cutoff threshold VGS(off) < 0 is reached, such that for VGS ~ VGS(off) conductivity
drops to zero and the channel acts as an open circuit. VGS(off) is typically in the
range of -0.5 V to -10 V. depending on the device.

In switch applications we are interested only in two curves, the ones correspond­
ing to VGS = 0 and VGS ~ VGS(off). The fonner is highly nonlinear; however, when
the channel is used as a closed switch, its operation is near VDS = 0 V, where the
curve is fairly steep and linear. The slope is inversely proportional to a resistance
rds(on) called the dynamic resistance of the channel.

diD

dVDS rd.,(on)

FIGURE 9.34

Ideal switch and its j -v characteristics.

As depicted in Fig. 9.34a, SW closes or opens, depending on the logic level at
the control input C/O. When SW is closed it drops zero voltage regardless of the
current, and when SW is open it draws zero current regardless of the voltage. thus
giving the characteristic of Fig. 9.34b. This behavior can be approximated by any
device capable of high on-offresistance ratios, such as field-effect transistors (FETs).
An FET acts as a variable resistor called channel. whose resistance is controlled by
the voltage applied between a controltenninal called gate G and one of the channel
tenninals. These terminals, called source S and drain D. are usually interchangeable
because the FET structure is symmetric.

JFET Switches

Figure 9.35 shows the characteristics of the n-channel JFET. or n-JFET for short.
Each curve represents the i-v characteristic of the channel for a different value of

For ideal switch operation. this resistance should be zero; in practice, it is typi­
cally in the range of 102 n or less, depending on the device type.

When the channel is off. its resistance is virtually infinite. The only currents
of potential concern in this case are the leakage currents. namely, the drain cutoff
nlTrent ID(off) and the gate reverse current IGss. At ambient temperature these
currents are typically in the picoampere range; however, they double with about
every 10 °C increase. This can be of concern in <:ertain applications. as we shall see.

A popular n-JFET switch is the 2N4391 (Siliconix), whose room-temperature
ratings are: -4 V ~ VGS(off) ~ -10 V. rds(on) ~ 30 n. ID(off) ~ 100 pA, less ~

100 pA flowing out of the gate. tum-on delay ~ 15 ns, and tum-off delay ~ 20 ns.
Figure 9.36 illustrates a typical switch application. The function of the switch is 10

provide a makelbreak connection between a source v / and a load Rt.• whereas the
function of the switch driver is to translate the TTL-compatible logic command OIC
to the proper gate drive.

With OIC low (;;:0 V). the E-B junction of QI is off. so both QI and Q2 are
off. By the pullup action of R2. DI is reverse-biased, allowing RI to keep the gate
at the same potential as the channel. We thus have ves = 0 regardless of v/' so the
switch is heavily on.

,.. 1
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With O/C high (~ 5 V), Q I conducts and forces Q2 to saturate, thus pulling the
gate close to -15 V. With a gate voltage this negative, the switch is off. To prevent
1) from inadvertently going on, we must limit VI in the negative direction,
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When the control input O/C is low we have VGSI ~ 0, indicating that 11 is
heavily on. To compensate for the presence of rds 1(on). a dummy JFET h is used
in the feedback path of the op amp with the gale and source tied together to keep it
permanently on. 11 and h are matched devices to ensure rds2(on) = rds 1(on) and,
hence, YO/VI = -I VN.

When O/C is high, or VGSI > VGSI(otT). 11 is off and signal propagation is thus
inhibited, so now V0 /v I = O. DI provides a clamping function to preventthe channel
from inadvertently turning on during Ihe positive alternations of vI. SummariZing,
the circuit provides unity gain when O/C is low, and zero gain when O/C is high.

The principle ofFig. 9.37 is especially useful in summing-amplifierapplications.
Replicating the input resistor-diode-switch combination k times gives a k-channel
analog multiplexer, a device widely used in data acquisition and audio signal switch­
ing. The AH5010 quad switch (National Semiconductor) consists of four p-FET
switches and relative diode clamps plus a dummy FET in the same package. With an
external op amp and five resistors, one can implement a four-channel multiplexer. and
by cascading multiple AH50 IOs one can expand to virtually any number ofchannels.

FIGURE 9.37

Analog-ground-swilch using p-channel JFETs.

(9.22)

(b)

D

0,
IN4148

-15V

(a)

VI (min) = VEE + VeE2(sal) + VOllon) - VGS(off)

s

DIC

5V
OV

FIGURE 9.36

The n-chagnel JFET as a swilch.
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For instance, with VGS(off) = -4 V we obtain V/(min) ~ -15+0.1 +0.7 - (-4) ~
-10 V, indicating that the circuit will operate properly only as long as the input is
above -IOV.

For high-speed operation,2 connect a lOO-pF capacitor between the control
input lI£Id the base of Q2 to speed up the tum-on and tum-off times of Q2, and an
HP2810 Schottky diode between the base and collector of Q2 (anode at the base) to
eliminate the storage delay of Q2. JFET drivers as well as JFET-driver combinations
are available in IC form fro~ a variety of manufacturers.

The configuration of Fig. 9.36 requires a dedicated driver because the switch
must ride wilh the signal VI. If the switch is allowed to remain at a nearly constant
potential. such as the virtual-ground potential of an op amp, then the driver can be
simplified or even eliminated, as the configuration of Fig. 9.37 shows. Referred to as
analog-ground-switch or current switch, this configuration uses a p-JFET designed
for direct compatibility with standard logic levels. The p-JFET is similar to the
n-JFET. except that the cutoff voltage is now positive, or VGS(off) > 0. Moreover,
the fabrication of p-JFETs is compatible with low-cost bipolar technology. The
switch operates as follows.

MOSFET Switches

Since MOS t.echnology forms the basis of digital VLSI, MOS switches are partic­
ularly attractive when analog and digital functions musl coexist on the same chip.
MOSFETs are available both in normally on, or depletion, versions, and in normally
off, or enhancement. versions. The latter are by far the most common. since they
form the basis of CMOS technology.

Figure 9.38 shows the characteristics of the enhancement n-channel MOSFET,
or. n-MOSFET, for short. Its behavior is similar to that of the n-JFET, except that
With vGS =°the device is off. To make the channel conduclive, VGS must be raised
ahove s~me threshold VGSton) > 0; the greater VGS compared to VGS(on), the more
~on~uctlVe the channel. When operated in a virtual-ground arrangement of the type

f FIg. 9.37, an n-MOSFET opens when the gate voltage is low. and closes when
the gate voltage is high.

If the n-MOSFET is connected in a f10aling arrangement of the type of Fig. 9.36,
!he on.-state conductivity is no longer uniformly high, but varies with v I since VGS

Itself IS a function of vI. The channel is much less conductive during positive
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However, as a team, they offer a combined parallel resistance that is reasonably low
throughout the entire range VSS ~ v [ ~ VDD. Finally, when C/O is low, both PETs
are off and signal transmission is inhibited.

Also called a transmission gate, the basic configuration of Fig. 9.39a is avail­
able in a variety of versions and perfonnance ratings. Two of the oldest exam­
ples are the C~ qua~ ~ilater~1 switch and the CD4051 eight-cha~nel

multiplexer/demulttplexer, ongmally mtroduced by RCA. The 4051 also proVIdes
logic-level translation to allow the switches to work with bipolar analog signals
while accepting unipolar logic levels. A wide variety ofother MOS-switch products
can be found by consulting the data books.

IIrM(oa)

+--.,.---_ vos

t Incr. vos

-1=====;:::=--- vos
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(a) (h) (e) ..
FIGURE 9.JI
The enhancement n-channel MOSFET (VOSt ..., > 0), and its i-v characteristics. 9.6

PEAK DETECTORS

>-......-0 '0

v,

Volls

D,

R

The function of a peak detector is to capture the peak value of the input and yield
vo = V[(peak)' To achieve this goal, vo is made to track V[ until the peak value is
reached. This value is then held until a new, larger peak comes along, in which case
tbe circuit will update v0 to the new peak value. Figure 9.4Oa shows an example of
input and output wavefonns. Peak detectors find application in lest and measurement
instrumentalion.

From Ihe above description we identify the following four blocks: (a) an analog
memory to hold the value of the most recent peak-this is the capacitor, whose
abilily 10 store charge makes it acl as a vollage memory, as per V = Q/C; (b) a
unidirectional current switch to further charge the capacitor when a new peak comes
along: this is the diode; (c) a device to force the capacitance voltage to.track the input
voltage when a new peak comes along: this is the voltage follower; (d) a switch to
periodically reinilialize v0 to zero: this is accomplished with a FETdischarge switch
in parallel with the capacitor.

In the circuit of Fig. 9.4Ob the above tasks are perfonned, respectively, by CH,
1>2, OAI, and SW. The function of OA2 is to buffer the capacitor vollage to prevent
discharge by R and by any external load. Moreover, DI and R prevent OA I from

.......~~::::r~~.l-:'-- v,
o VOD

Parallel resistance

than during negative alternations of v[, and for sufficiently positive values of
v[ it may actually tum off. These drawbacks are eliminated by using a pair of
complementary MOS (CMOS) FETs, one handling the negative and the other the
positive alternations of v[. The fOrTller is an enhancement n-MOSFET, and the
latter an enhancement p-MOSFET, whose characteristics are similar to those of
the n-MOSFET, except that the tum-on threshold is now negative. So, to make a
p-MOSFET conductive, we need VGS < VGS(on) < 0; the lower VGS compared to
VGS(on), the more conductive the channel. For proper operation, the p-MOSFET
must he driven in antiphase with respect to the n-MOSFET. As shown in Fig. 9.39a
for the case ofsymmetric power supplies, this drive is provided by an ordinary CMOS
inverter.

When C/O is high, the gate ofn-MOSFET M. is high and that ofp-MOSFET M p

is low, turning both devices on. As depicted in Fig. 9.39b, M. offers low resistance
only over the lower portion of the signal range, and M p only over the upper portion.

(a) (h) (a) (h)

FIGURE 9.J9
CMOS transmission gate, and its dynamic resistance as a function of v/.

FIGURE 9.40

Peak-deleclor waveforms and circuit diagram.

~.
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FIGURE 9.41
Peak-deleclor equivalenls during (a) Ibe track mode. and (b) Ibe hold mode.

(a) (b)
FIGURE 9.42
(a) Circuit model for dielectric absorption. and (b) Ibe sagback effect.

polarity. Leakage stems from various sources. namely. from diode. capacitor. and
reset-switch leakage; printed-circuitboard leakage; and the input bias current of OA2.
Using the capacitance law i = C dv/dt and denoting the net capacitance leakage as
lL, we define the voltage droop rate as

For instance, a l-nA leakage current through a l-nF capacitance produces a voltage
droop rate of 10-9/10-9 = I VIs = I mVlms. Droop is minimized by reducing the
individual leakage components.

The most crucial limitations of a practical capacitor in analog memory appli­
cations are leakage and dielectric absorption. Leakage causes the device 10 slowly
discharge when in the hold mode; dielectric absorption causes the new voltage to
creep back toward the previous voltage after the capacitance is subjected to a rapid
voltage change. This sagback effect. stemming from charge storage phenomena in
the bulk of the dielectric, can be modeled with a series of internal R-C stages. each
in parallel with CH. Referring to the first-order model of Fig. 9.420. we observe
that even though CH discharges almost instantaneously when SW is closed. COA
will retain some charge because of the series resistance ROA. After SW is opened,
COAwill transfer part of its charge back to CH to achieve equilibrium, thus causing
the sagback effect depicted in Fig. 9.42b. Though more than one time constant may
intervene in the sag, a single time constant is often sufficient to characterize the sag.
with COA typically one or more orders of magnitude smaller than C/1. and a time
constant ranging from fractions of a millisecond to fractions of a second. Capacilor
Iypes are available with low leakage and low dielectric absorption. These include
polystyrene. polypropylene. and TeDon types.3

Printed-circuit board leakage is minimized by input guarding techniques of the
Iype discussed in Section 5.3. In the present circuit the ring is driven by v0 and is
made to surround all traces associated with the noninverting input of OA2. as shown
in the practical example of Fig. 9.43.

A FET-input op amp is often chosen for OA2 to take advantage of its low-input­
bias-current characteristics. However. this current doubles with about every 10 °C

saturating after a peak has been detected. and thus speed up recovery when a new
peak comes along. The circuit operates as fo~low~. . . .

With the arrival of a new peak. OAI swmgs Its output VI posillve, tummg D.
off and D2 on as shown in Fig. 9.4la. OA) uses the feedback path D2-0A2-R to
maintain a virtual short hetween its inputs. Since no current Dows through R, the
result is thllt v0 will track v/. During this mode. aptly called the track mode. OA I

sources current to charge CH via D2. and its output rides a diode drop above vo. or
VI = vo + VD2(on).

After peaking. v/ starts to decrease. causing the output of OA I also to decrease.
Consequently. D2 goes off and Dl goes on. thus providing an alternative feedback
path for OAI. as depicted in Fig. 9.4Ib. By the virtual-short concep~ the ~utput of
OAI now rides a diode drop below VI. or VI = V/ - VDllon). Dunng thiS mode.
called the hold mode. the capacitor voltage remains constant. and the function of R
is to provide a current path for D). . .

We observe that placing D2 and OA2 within the feedback path of OA I ellmmates
any errors due to the voltage drop across D2 and the input offset voltage of 0A2· All
that is required at the input of OA2 is a sufficently low input bias current to minimize
capacitance discharge between peaks. The requirements ofOA 1 are a sufficiently low
de inputerror. and a sufficiently high output-eurrent capability to charge CH during
fast peaks. Moreover, OA I may need to be stabilized against the feedback-loop pole
introduced by rol and CH, lIIJ.d.'hat in~uc~ by OA2. Th~s is usually achie~ed by
connecting suitable compensallon capacitors m parallel With DI and R. Typically.
R is on the order of a few kiloohms. and the compensation capacitances on the order
of a few tens of picofarads.

It is readily seen that reversing the diode directions causes the circuit to detect
the negative peaks of v/ .

Voltage Droop and Sagback

During the hold mode. v0 should remain rigorously constant. In practice, because of
leakagecurrents. the capacitor will slowly charge ordischarge. depending on leakage

dvo lL
d/= CH

(9.23)



increase, so if an extended range ofoper,ating temperatures is anticipated, a BIT-input
op amp with ultralow-input bias current may be preferable.

When reverse biased, a diode draws a leakage current that also doubles with
every 10 °C increase. The circuit of Fig. 9.43 eliminates the effect of diode leakage
by using a third diode DJ and the pullup resistance R2. During the track mode, the
D2-DJ pair acts as a unidirectional switch, but with a voltage drop twice as large.
During the hold mode, R2 pulls the anode of DJ to the same potential as the cathode,
thus eliminating DJ's leakage; the reverse bias is sustained solely by D2.

A similar technique can be used to minimize reset-switch leakage. In the exam·
pie shown, this switch is implemented with two 3N163 enhancement p-MOSFETs
(Siliconix). Applying a negative pulse to their gates turns both FETs on and also
discharges CH. Upon pulse removal both FETs go off; however, with RJ pulling
the source of M I to the same potential as the drain, M I 's leakage is eliminated; the
switch voltage is sustained solely by M2. If TTL compatibility is desired, one can
use a suitable voltage-level translator, such as the DHOO34 (National Semiconduc­
tor).

A good choice for the op amps of Fig. 9.43 is a dual JFET-input device such as
the precision, high-speed OP-249 op amp (Analog Devices). The diodes can be any
general-purpose devices, such as the IN914 or IN4148 types, and suitable values
for the various resistances are in the lO-kQ range. The purpose of Ce , typically
in the range of a few tens of picofarads, is to stabilize the capacitively loaded op
amp OA I during the track mode. CH should be large enough to reduce the effect of
leakage, yet small enough to allow for its rapid charge during fast peaks. A reasonable
compromise is typically in the l-nF range.
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lscl is th~ short-circuit output current ofOA,. For inslance, with CH =0.5 nF, an op
amp havm~ SRi. = 30 V//Ls and lscl = 20 mA gives lscl /CH =40 VI/Ls, indicating
that speed IS hmlted by SRI. However, with CH = I nF, we get lscl/CH =20V//Ls,
indicating that speed is now limited by Ise I. The outpUI current drive of OA I can be
boosled by replacing DJ with the H-E junction of an npn BJT, whose collector is
returned 10 Vee via a series resistance on the order of 102 Q 10 limit current spikes
below a proper safety level.

It is often necessary to capture the value of a signal in response to a spitable logic
command, and hold it until the arrival of a new capture command. We have been
exposed to this concept in Chapter 5 in connection with autozeroing amplifiers,
where the signal in question is an offset-nulling voltage. Other examples will be
encountered in Chapter 12 in connection with A-D and D-A converters.

A sample-and-hold amplifier (SHA) is a circuit in which the value of the
input signal is captured instantaneously, as shown in Fig. 9.440. Though mathe­
matically convenient in sampled-data theory, instantaneous capture is unfeasible
because of inherent dynamic limitations of physical circuits. Rather, a practical
circuit is made to track the input for a prescribed time interval, and then hold its
most recent value for the remainder of the cycle. The timing of the track-and­
hold amplifier (THA) is shown in Fig. 9.44b. In spite of the obvious differences
between the diagrams. engineers use the designations SHA and THA interchange­
ably.

>-......--ovo

R,

c,0,

v,

FIGURE 9.43

Peak deteclor for extended hold.
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Speed Limitations
(u) (b)

Peak-detector speed is limited by the slew rates of its op amps as well as the max­
imum rate at which OA I can charge or discharge CH. The laller is lscl /CH, where

FI(;URE 9.44

Idealized responses of (a) Ihe sample-and-hold amplifier (SHA), and (h) Ihe Irack-and-hold
amplifier (THA).
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TH

Droop

1. Acquisition Time ItAQ)' Following the track command. vo starts slewing toward­
VI, and/AQ is the time it takes for Vo to begin tracking VI within a specified error
band after the inception of the track command. This includes propagation delays
through the switch driver and lhe swi1clt, and delays due to slew-rate limiting
and settling times of the op amps. the acquisition time increases with the step
magnitude as well as the narrowness of the error band. Usually tAQ is specified
for a Io-V step and for error bands of 1%,0.1%, and 0.01% of full scale. The
input must be fully acquired before switching to the hold mode.

2. Apenure Time (tAP). Because of propagation delays through the driver and lhe
switch. v0 will cease tracking vI some time after the inception of the hold com­
mand. This is the aperture time. The hold command would have to be advanced
by tAP for precise timing.

3. Apenure Uncenainty I~/AP)' Also called aperture jitter, it represents the varia­
tion in aperture time from sample to sample. If lAP is compensated for by advanc­
ing the hold command by lAP, then ~tAP establishes the ullimale timing error
and, hence, the maximum sampling frequency for a given resolution. Aperture
jitter results in an output error ~vo = (dvtldt)~/AP, indicating that the actual
sampled waveform can be viewed as the sum of an ideally sampled waveform
and a noise component. The signal-to-noise ratio of an otherwise ideal sampling
circuit with a sinusoidal input of frequency Ii is4

fiGURE 9.46
THA terminology.

other parameters peculiar to amplifiers. However, during lhe transition from the track
to the hold mode and vice versa, as well as during the hold mode itself, performance
is characterized by specifications peculiar to THAs. The following list uses the
expanded timing diagram of Fig. 9.46 as a guideline.

D,

>-~ -<(1: 0--+---\

I

: CHI
SLTIH o-{>__l =

v,

In the track mode, a THA is designed to behave like an ordinary amplifier. so its
performance is characterized in terms of the de and gain errors, the dynamics. and

THA Performance Parameters

fiGURE 9.45
Basic Ir8Ck-and-hold IIII1plifier.

R

Figure 9.45 shows one of the most popular THA topologies. ~e cill:uit is
reminiscent of the peak detector, except for the replacement of the diodl: ilwiIcb
with an externally controlled bidirectional switch to charge as well as discharge CH.
depending on the case. The circuit operates as follows.

During the track mode, SW is closed to create the feedback path SW-OA2-R

around OA I. Due to the low voltage drop across SW, both diodes are off, indicating a
0-V drop across R. OA I thus acts as a voltage follower, providing CH with whatever
current it takes to make v0 track vI·

During the hold mode, SW is opened, allowing CH to retain whatever voltage
it had at the instant of switch aperture; OA2 then buffers this voltage to the outside.
The function of DI and D2 is to prevent OA I from saturating, and thus facilitate
OAl's recovery when a new track command is received.

The switch is usually a JFET, a MOSFET, or a Schottky diode bridge, and
is equipped with a suitable driver-to make the Till command TTL- or CMOS­
compatible. The main requirements of OAI are (a) low-input dc erro~, (b) adequate
output current capability to rapidly charge or discharge CH, (c) hIgh open-loop
gain to minimize the gain error and errors due to the voltage drop across SW
and OA2 's input offset voltage. and (d) proper frequency compensation for suf­
ficiently fast dynamics and settling characteristics. Compensation is often imple­
mented with a bypass capacitance of a few tens of picofarads in parallel with the
diodes. The requirements of OA2 are (a) low-input bias current to minimize droop,
and (bY adequately fast dynamics. As in the peak-detector case, CH should be a
10w-leakage,low-dielectric-absorptioncapacitor. such as Tefton or polystyrene.3 Its
value is chosen as a compr8rnise between low droop and rapid charge/discharge
times.

The basic THA of Fig. 9.45 can be implemented with individual op amps and
passive components, or it can be purchased as a self-contained monolithic Ie. A
popular example is the LM398 BiFET THA (National Semiconductor).
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440 where l1IAP(rms) is the nns value of l1IAP, and the latter is assumed uncorrelated
CHAPTER 9 with vI· Typically, l1IAP is an order of magnitude smaller than lAP, and tAP, in

NonlineRl Circuits tum, is one to two orders of magnitude smaller than tAQ'
4. Hold Mode Settling TIme (ts). After the inception of the hold command. it takes

some time to settle within a specified error band, such as 1%,0.1 %, or 0.01%.
This is the hold mode settling time.

5. Hold Step. Because of parasitic switch capacitances. when the circuit is switched
to the hold mode there is an unwanted charge transfer between the switch driver
and CH. causing a change in the voltage across CH. The corresponding change
l1v0 is referred to as hold step. pedestal error, or sample-to-hold
offset.

6. Feedlhrough. When in the hold mode. v0 should be independent ofany variations
in vI. In practice, because ofstray capacitance across SW. there is a small amount
of ac coupling from v I to v0 called feedthrough. This capacitance fonns an
ac voltage divider with CH, so an input change l1v I causes an output change
l1vo = [Csw/(Csw + CH))l1v/. where Csw is the capacitance across the
switch. The feedthrough rejection ratio

l1vI
FRR = 20 log --

f l1vo

gives an indication of the amount ofstray coupling. For example, ifFRR = 80 dB.
a hold mode change l1vI = 10 V results in l1vo =l1vT/lrJd°/20 =10/104 =
I mY.

7. Voltage Droop. THAs are subject to the same droop limitations as peak detectors.
Droop is of special concern when CH must be kept low to ensure a fast acquisi­
tion.

In the case of a JFET switch. feedthrough is due to the drain-source capacitance
Cds. and the hold step is due to the gate-drain capacitance Cgd. (For discrete devices,
these capacitances are typically in the picofarad range.) As the driver pulls the gate
from near vo to near VEE. it removes the charge l1Q ~ Cgd(VEE - vol from CH.
causing a hold step

_ Cgd
l1vo = (VEE - vol

Cgd +CH

This step varies with vo. For example, with CH = I nF and VEE = -15 V, the
hold step for every picofarad of Cgd is about -15 mV/pF for vo = O. -20 mV/pF
for vo =5 V, and -10 mV/pF for Vo = -5 V. A Cgd of just a few picofarads can
cause intolerable errors!

There are various techniques for minimizing the signal-dependent hold step.
One such technique is to implement the switch with the CMOS transmission gate
of Fig. 9.39a. Since the two FETs are driven in antiphase. one FET will inject and
the other will remove charge. and if their geometries are properly scaled, the two
charges will cancel each other out.

An alternative techniqueS is depicted in Fig. 9.47. As the circuit goes into hold.
OA4 produces a positive-going output swing that, by the superposition principle,
depends on v0 as well as on the negative step on the switch gate. This swing is

Vee

FIGURE 9.47

A 5-MHz THA with chRlge-transfer compensation to minimize Ihe hold step. (Courtesy of
LineRl Technology.)

designed to inject into CH, via C3, a charge packet of magnitude equal to that
removed via Cgd. thus resulting in a net charge transfer of zero. The hold step is
made independent of vo with R7. and adjusted to zero via RIO. To calibrate the
circuit. adjust R7 for equal hold steps with v I =±5 V; then. null the residual offset
via RIO.

To achieve high speed. the circuit utilizes fast op amps and boosts OA I with the
LTlOIO fast power buffer to rapidly charge and discharge CHin the track mode.
Moreover. by using local feedback around the OA I-OA2 pair. the settling dynamics
of the input and output stages are kept separate and simpler. With OA3 no longer
inside the control loop. its input offset voltage is no longer irrelevant; however. its
offset as well as that of the input buffer are automatically compensated for dUring
cslibration of RIO. For long hold periods. OA3 can be replaced by a FET-input device
such as the LF356 to reduce droop. _

Charge compensation can be simplified considerably if the switch is operated in
a virtual-ground arrangement. This is tbe case with THAs of the integrating type,4.6
so-called because the holding capacitor is placed in the feedback path of the output
amplifier, as exemplified in Fig. 9.48. Since the switch always sees a virtual ground.
the charge removed from the summing junction via Cgd is constant regardless of vo.
Consequently. the hold step appears as a constant offset that can easily be nulled by
standard techniques. such as adjusting the offset of OA I. as shown. With an easier­
to-compensate hold step, the holding capacitance can be reduced significantly to
achieve faster acquisition times. The HA-5330 high-speed monolithic THA (Harris)
uses a 9O-pF holding capacitance to achieve tAQ = 400 ns to 0.0 I%.
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FIGURE 9.48
Integrating-type THA.

Figure 9.49 shows an improved integrating-type THA that simultaneously opti­
mizes droop. hold step. and feedthough. During the track mode. SW3 is open while
S WI and S W2 are closed. In this mode the circuit operates just as in Fig. 9.48.
with Vo slewipg toward -VI. During the hold mode. SWI and SW2 are open while
S W3 is closed. causing the circuit to hold whatever voltage it acquired during sam­
pling. Note. however. that by grounding the input to the buffer via SW3. any vari­
ations in v1 are muzzled, thus improving the FRR significantly. Moreover. since
both SWI and SW2 experience a voltage drop very close to zero. switch leakage is
virtually eliminated. The main source of leakage is now the input bias current of
OA. However. returning its noninverting input to a dummy capacitance C of size
equal to C H produces a hold step and a droop that, to a first approximation. will
cancel out the hold step and droop of CH. An example of a THA utilizing this tech­
nique is the SHC8031804 (Burr-Brown). whose typical ambient-temperature ratings
are: tAQ = 250 ns and ts = 1m ns. both to O.ol%; tAP = 15 ns; l!.tAP = ±15 ps;
FRR = ±0.005%. or 86 dB; hold mode offset = ±2 mV; droop rate = ±O.5 ,.,.V/,.,.s.

THAs are available from a variety of sources and in a wide range of perfor­
mance specifications and prices. Consult the catalogs to familiarize yourself with
the available products.

PROBLEMS

9.1 Vol. comparaton

9.1 (a) Using a 311 comparator powered from ± 15-V regulated supplies. design a threshold
delector such thaI Vo :; 0 V for v, > \ V. and Vo :; 5 V for v, < I V. (b) Repeal. but
withvo:; -15Vforv, > 5V.andvo :;OVforv/ < 5Y.

9.1 Comparator applkallons

9.1 The thermal characleristic ofa certain class ofthermistors can be expressed as R(T) =
R(To)exp[BOJT - IJTo»). where T is absolute temperature. To is some reference
temperature. and B is a suitable constan~ all three parameters being in kelvins. Using
a single comparator of the 339 type and a thermistor having R(25 0C) = \00 kfl and
B = 4000 K. design a bridge comparator circuit that gives v0 = VOH for T > 100 "C.
and Vo = VOL for T < 100°C. Assuming 10% component tolerances. make provision
for the exact adjustment of the selpoint. and outline the calibration procedure.

9.3 Using an op amp. two comparators of the 339 type. a 2N2222 npn BJT. and resislors
as needed. design a circuit that accepts a data input v, and a control input VT 2: O.
and causes a lo-mA. 1.5-V LED to glow whenever -VT < v, < VT. Assume ±15-V
regulated supplies.

9.4 Using two comparators of the 339 type and a thermistor of the type of Problem 9.2
with R(25 0C) = 10 kfl and B = 4000 K. design a circuit that yields Vo :; 5 V for
O°C~ T ~ 5°C. and Vo :; 0 V otherwise. Assume a single 5-V regulated supply.

9.5 Show that the window detector of Fig. P9.5 has a window whose center is controlled
by v, and whose width is controlled bylv2; then sketch and label the VTC if v, = 3 V
andv2=IV.

5V
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9.6 Using three comparators of the 339 type. an LM385 2.5-V reference diode, an HLMP.
4700 LED of the type of Example 9.2, and resistors as needed, design a circuit that
monitors a 15-V ± 5% power supply and causes the LED to glow whenever the SUpply
is within range.

9.7 Using an LM385 2.5-V reference diode, an LM339 quad comparator, and four HLMp.
4700 LEDs of the type of Example 9.2 design a 0-V to 4-V bar graph meter. The circuit
must have an input impedance of at least 100 kO and must he powered from a single
5-V supply.

9.8 Using a 311 comparator powered from ± 15-V regulated supplies, design a circuit that
accepts a triangular wave with peak values of ± 10 V, and generates a square wave with
peak values of ±5 V and duty cycle D variable from 5% to 95% by means of a 100kO
potentiometer.

9.3 Schmill triggers

9.9 In the circuit of Fig. 9.2Oa let v, be a triangular wave of ±IO V peak values and let
± I'~I = ± 13 v. Modify the circuit so that the phase of its square-wave output, relative
to that of the input, is variable from 00 to 900 by means of a 100kO potentiometer. Show
the input and output waveforms whc;n the wiper is in the middle.

9.10 (a) Derive Eq. (9.14). (h) Specify suitable resistances in the circuit of Fig. 9.23 to
achieve VOl. = 0 V, VOH = 5 V, Vn = 1.5 V, and VTH = 2.5 V with Vee = 5 V. Try
minimizing the effect of the input bias current.

9.11 Assuming Vo,... ) = 0.7 V and ±V.., = ±13 V,sketch and labelthe VTCoftheinverting
Schmilt trigger of Fig. P9.II.

+15V

13.3 Hl

v,

~t5V

FIGURE P9.11

(a) Assuming the op amp of Fig. 9.2Oa saturates at ±13 V, sketch and label the
VTC if a resistance R, = 33 kO is connected between the nodes labeled vr and
-15 V. (h) Suitably m~ify the circuit of Fig. 9.21a so that it gives Vn = I V and

VTH = 2 V.

9.13 (a) Using CMOS inverters of the type shown in Fig. 10.11, along with resistances in tbe
lO-kO to IOO-kO range. design a noninverting Schmilt trigger with Vn = (1/3) Voo and

Vm = (2/3)Voo; ISsume VI' =0.5Voo. (b) Modify the circuit so that Vn = (1/5)Voo
and Vm = (1/2)Voo. (c) How would you tum the preceding circuits into Schmilllrig­
gers of the inverting type?

9.14 Suitably modify the circuit of Problem 9.2 to ensure a hysteresis of ±0.5 'C. Outline
the calibration procedure.

US In the Schmilllrigger of Fig. 9.2Oa let the input v, be applied to the inverting-input pin
via a voltage divider made up of two 100kO resistances. let R, be replaced by the senes
combination of two 4.3·V Zener diodes connected back to back anode with anode, and
let the output Vo be obtained at the node where R, joins the Zener network. Draw the
circuit. Hence, assuming a 0.7-V forward-bias diode voltage drop, sketch and label
theVTC. ..

9.16 In the circuit of Fig. PUS let the source be a variable source, denoted as it, and let the
op amp saturate at ± 10 V. (a) Sketch and label Vo versus i, for i, variable over the
range -I rnA ~ i, ~ I rnA. (h) Repeat. but with a 2-kO resistor in parallel with i"
and for i, variable over the range -2 rnA ~ i, ~ 2 rnA. Hint: Take into account the
considerations made in connection with Eq. (1.76).

9.17 A circuit consists of a 311 comparator and three equal resistors. R, = R, = RJ =
10 kO. The 311 is powered between 15 V and ground, and has VEEI., = O. More­
over, R, is connecled between the 15-V supply and the noninverting-input pin, R,
between the noninverting-input pin and the open-collector output pin, and R] between
the open-collector output pin and ground. Moreover, the input v, is applied to the
comparator's inverting-input pin. Draw the circuit, and sketch and label its VTC if the
output Vo is obtained from: (a) the node where R, joins R,; (h) the node where R,
joins RJ.

9.18 Consider the circuit obtained by removing R, C. and OA from Fig. 1O.19a. What is
left then is a noninverting Schmilt lrigger, whose input is the node labeled as V11l, and
whose OUlput is the node labeled as vSQ' Sketch and label its VTC if R, = 10 kO,
R, = 13 kO, RJ = 4.7 kO, and the Zener diode isa5.I-V device; assume forward-bias
diode voltage drops of 0.7 V.

fA IftdsIon rectillers

..... Sletch and label the VTC of the circuit of Fig. 9.29a if R, = 2R, and the noninverting
iQPut of the op amp is lifted off ground and returned to a -5-V reference voltage. Next,
sketch and label Vo if v, is a triangular wave will'rpeak values of ± 10 V.

9.20 Sketch and label the VTC of the circuit of Fig. 9.29a if R, = R, = 10 kO, and a third
resistance R] = 150 kO is connected between the +15-V supply and the inverting-input
pin of the op amp. (h) Repeat, but with the diode polarities reversed.

90Zi Oue side of a lO-kO resistance is driven by a source v" and the other side is left floating.
Denoting the voltage at the floating side as vo, use a superdiode circuit to implement
a variable precision clamp, that is. a circuit that gives Va = VI for VI :5 VeI,mp and
Va = Vd1mp for VI ~ VeI,mp. where VeI,mp is a continuously adjustable voltage from 0
to 10 V by means ofa 1000kO pot. Assume ± 15-V regulated supplies. List advantages
and drawbacks of your circuit.

.:~
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Suilably modify the FWR of Fig. 9.30 so thaI. when fed wilh a triangular wave of ±5-V
peak values. il gives a triangular wave of ±5-V peak values. bullwlce the frequency.
Assume regulated ± 15-V supplies.

9.23 Assuming R, = R, = R, = 10 kfl and R, = 20 kfl in the FWR of Fig. 9.31. find
all node voltages for v, = 10 mY. I V. and -I V. For a forward-biased diode. assume

Vo = (26 mY) In[iol(20 fA)).

9.24 Discuss the effect of resistance mismalches in the FWR of Fig. 9.31. and derive an
expression for 1001(Ap - An)1 AI. Compare with the FWR of Fig. 9.30. and comment.

R

v,

FIGURE P9.19

R

R
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Problems

9.25 Consider the circuit obtained from that of Fig. 9.31 by grounding the left terminals of
R, and R,. lifting the noninVerting input of OA, off ground and driving it with source
v,. (a) Show thallhe modified circuil gives Vo = Apv, for v, > 0 and Vo = -Anv,
for v, < O. where Ap = 1+ (R, + R,)I R, and An = R,I R,. (b) Specify component
values for va = 5lvil. List advantages and disadvantages oflhis circuit.

9.16 Consider the circuil obtained from that of Fig. 9.31 by removing Rio grounding the
left terminal of R,. lifling lhe noninverting inpul of OA, off ground and driving it
with source v,. Analyze the modified circuil if R, = R, = R. Afterward. discuss the
implications of mismatched resistances.

9.30 Investigate the effect of the input offsel voltages Va" and VOS2 of OA, and VA, in Ihe
FWR of Fig. 9.30.

9.5 AIMIoI swltc....

9.31 Using a 311 comparator. a 2N4391 n-JFET. and a 741 op amp. design a circuiltbat
accepts an analog signal VI and two control signals VI and V2. and yields asignal Vo such
that va = IOv, for v, > v,. and Vo = -lOv, for v, < v,. Assume ±15-V supplies.

9.27 (a) Find the VTC of the circuit of Fig. 1'9.27. (b) Assuming ± V... = ± 13 V and VV(",) =
0.7 V,.show all node voltages for v, = +3 V and v, = -5 V. (c) List advantages and
disadvantages of this circuit.

R,=R R,=R

FtGUK......9.17

9.31 For small values of IVosl. the channel resistance of a MOSFET can he found as
II'"",,,,, == k([vGsl-lVvs,oo,I). where k is called the device I,anscondul'/ance pa,am­
eler, in amperes per square volt. Assuming ±5-V supplies in the lransmission gate of
Fig. 9.39a. and truly complementary FETS with k = 100 I'AN' and IVv",,", I = 2.5 V.
find Ibe nel switch resistance for v, = ±5 V. ±2.5 V. and 0 V. What are the correspond­
ing values of va if RL = 100 kfl?

9.33 Consider the circuit obtained from Ihpl of Fig. 9.40b by relurning the noninverting
input of OA, to ground. and applying the soure.. v, 10 the inverting inpul of OA, via
a series resistance having the sarne value as the feedback resistance R. Discuss how
the modified circuit operates. and show its response to a sinusoidal inpul of increasing
amplitude.

9.34 Design a peak-to-peak. detector, that is, a circuit that gives Vo = V/(lnlIx) - V J(min).

9.35 Using the circuit of Fig. 9.29a a, a starting point. design a circuil to provide the mog­
nitude peak-derectorfunction. va = [vii""",.

9.28 The circuit of Fig. 9.30 can he turned into a bigb-input-impedance FWR by lifting both
noninverting inputs off ground. lying them together. and driving them with a common
input v, ; moreover. R, isremoved. and the leftterminal of R, is grounded. (a) Assuming
R, = R, = R, = Rand R, =2R. find the VTC of the modified circuit. (b) Assuming
VD,,,,) =0.7 V. show all node voltages for v, = +2 V and v, = -3 V. (c) Investigate
the effecl of mismatched resistances.

9.19 (a) Find the VTC of the circuil of Fig. 1'9.29; then. assuming VD,,,,, = 0.7 V, show all
node voflages for v, = + I V and v, = - 3 V. (b) Suilably modify the circuit SO thai il
accepts two inputs v, and v,. and gives va = lv, + v,l.

9.36 Three superdiodes oflhe type of Fig. 9.27 are driven by three separate sources v ,. v,. and
.,. and their outputs are tied logether and returned to -15 V via a IO-kfl resistor. What
function does the circuit provide? What happens if the diode polarilies are reversed? If
the node common to the outpuls is relurned to the node common to lhe inverting inputs
via a voltage divider?

9.7 Somple-aod.bold ompll8ers

9.37 Suitably modify the THA ofFig. 9.45 for a gain of2 VIV. What is Ihe main disadvantage
of the modified circuit. and bow would you take care of il?
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9.38 In the THA of Fig. 9.48 let CR" = I pF. CH = I nF. and let the net leakage current
through CH he I nA. flowing from right to left. Assuming v I = 1.000 V, find va
(a) shortly after the circuit is switched to the hold mode, and (b) 50 ms later.

9,39 The THA of Fig. 1'9.39 uses a feedback capacitor CF = CH to provide a first-order
compensation for the droop due to leakage in CH • (a) Explain how the circuit works.
What are the functions of the p-channel JFET 1, and the n-channel JFETs 1, and 1,?
(b) Assuming an average leakage of I nA in each capacitor and a leakage mismatch
of 5%, estimate the voltage droop for the case CF = CH = I nF. What would he the
leakage if CF were absent and replaced with a wire?

,n +15V
TIH.-J L -15 V

1--+-0 '0

FU;URE P9.39

REFERENCES

I. J. Sylvan, "High-Speed Comparators Provide Many Useful Circuit Functions When Used
Correctly." Analog /)ialogue. vol. 23. no. 4, Analog Devices. Norwood, MA. 1989.

2. J. Williams, "High-Speed Comparalor Techniques." Application Note AN-I3. Unear
Application., Handbook Volume f, Linear Technology. Milpitas. CA. 1990.

3. S. Guinta, "Capacitance and Capacitors." Analog Dialogue. vol. 30, no. 2. Analog De­
vices. Norwood. MA. 1996.

4. B. Razavi. Principle.. of Data Canver.,ion Sy."em De.,ign. IEEE Press. Piscataway. NJ,
1995.

5. R. J. Widlar. "Unique IC Buffer Enhances Op Amp Designs, Tames Fast Amplifiers."
Applicalion Note AN-16. Unear Apl,limtions Handbook ""Iume f, Linear Technology.
Milpitas. CA. 1990.

6. D. A. Johns and K. W. Martin. Analog fntegrated Circuit De.,ign, John Wiley and Sons.
New York, 1997.

10

SIGNAL GENERATORS

..

10.1 Sine Wave Generators
10.2 Multivibrators
10.3 Monolithic Timers
10.4 Triangular Wave Generators
10.5 Sawtooth Wave Generators
10.6 Monolithic Waveform Generators
10.7 V-Fand F-VConverters

Problems
References

The circuits investigated so far can be categorized as processing circuits because
they operate on existing signals. We now wish to investigate the class of circuits
used to generate the signals themselves. Though signals are sometimes obtained
from transducers, in most cases they need to be synthesized within the system. The
generation of clock pulses for timing and control, signal carriers for information
transmission and storage, sweep signals for information display, test signals for
automatic test and measurement, and audio signalS for electronic music and speech
synthesis are some of the most common examples.

The function of a signal generator is to produce a waveform of prescribed char­
acteristics such as frequency, amplitude, shape, and duty cycle. Sometimes these
characteristics are designed to be externally programmable via suitable control sig­
nals, the voltage-controlled oscillator being the most typical example. In general,
signal generators employ some form of feedback together with devices possess­
ing time-dependent characteristics, such as capacitors. The two main categories of
signal generators that we shall investigate are sinusoidal oscillators and relaxation
oscillators.
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(10.2)

(10.3)At = , In "V:'..,oo:...-_V",-o
Voo - V.

As we proceed, we shall make frequent use of these equations.

CAy = IAI

or "cee delta vee equals aye delta lee." This allows us 10 eslimale Ihe lime iltakes 10
effecl a constanl-rale change Av as

10.1
SINE WAVE GENERATORS

I

The sine wave is certainly one of the most fundamental waveforms-both in a math­
ematical sense, since any other waveform can be expressed as a Fourier combination
of basic sine waves, and in a practical sense, since it finds extensive use as a test
ref~nce, and carrier signal. In spite of its simplicity, its generalion can be a chal:
le~g.~g task .if n.ear-purity is soughl. The op amp circuits that have gained the most
p mlDence 10 sIDe wave generalion are the Wien-bridge oscillator and the quadra­
ture ~scillalor, to be discussed nexl. Another technique, based on Ihe conversion of
the triangular to the sine wave, will be discussed in Section 10.4.

V(I) = Voo + (Vo - Voo)exp[(1 - /0)/')

An exponential Iransient occurs when C is charged or discharged via a series
resistance R. With reference 10 Fig. 1O.lb, the inslanlaneous capacitance vollage is

where Vo is the inilial vollage, Voo is Ihe sleady-slale voltage Ihat would he reached
in Ihe Iimil I -+ 00, and, = RC is the lime constanl governing Ihe lransienl. This
equalion holds regardless of the values and polarilies of Vo and Voo . The transienl
reaches a specified intermediale value VI al an inslanl,. such thaI VI = V00 +(Vo ­
Voo)exp[(l. - toll')' Taking the nalurallogarithm of both sides and solving for
At = II - 10 allows us to estimate the time it takes to charge or discharge C from
Vo to V. as

Basic Wlen-Bridge OsciU8tor

~e circuit of Fig. 1O.2a uses both negative feedback, via R2 and R., and posi­
tive feedback, via the series and parallel RC networks. Circuit behavior is strongly
affected by whether positive or negative feedback prevails. The components of the
RC networ." need not be equal-valued; however, making them so simplifies analysis
as well as IDventory.

(10.1)

(b)

THO (%) = IOOJDi + DS + Dl + ...

FIGURE .t.l
Linear and exponential waveforms.

(a)

These oscillalors employ bislable devices, such as swilches, SchmiUlriggers, logic
gales, and flip-flops, 10 repealedly charge and discharge a capacilor. lYpical wave­
forms obtainable wilh Ihis method are lhe triangular, sawlooth, exponenlial, square,
and pulse waves. As we proceed, we shall often need 10 find the lime At iltakes 10

charge (or discharge) a capacitance by a given amounl Av. The IWo most common
forms of charge/discharge are linear and exponenlial.

When driven with a constant currenll, a capacitance C charges or discharges al a
constanl rate, yielding a linear lransienl or ramp of the Iype of Fig. lO.la. Engineers

Relaxatibn Oscillators

These oscillalors employ concepls from syslems Iheory 10 create a pair of conjugate
poles righl on Ihe imaginary axis of Ihe complex plane 10 mainlain suslained sinu­
soidal oscillalion. The specterof inslabilily thaI was ofso much concern in Chapler 8
is now exploiled on purpose 10 achieve prediclable oscillalion.

The sinusoidal purily of a periodic wave is expressed via ils total hannonic
distortion

where Dk (k = 2, 3, 4, ...) 15 Ihe ralio of Ihe amplilude of Ihe klh harmonic 10

thaI of Ihe fundamenlal in Ihe Fourier series of Ihe given wave. For instance, the
triangular wave, for which Dk = l/k2, k =3, 5. 7, ... , has THO = 100 x
...;'1/34 + 1/54 + 1/74 + " .~ 12%, indicaling Ihal as a crude approximation to a
sine wave, a triangular wave has a THO of 12%. On the olher hand, a pure sine wave
has all harmonics, excepl for Ihe fundamental, equal 10 zero, so THO = 0% in this
case. Clearly, Ihe objeclive of a sine wave generalor is 10 achieve a THO as low as
possible.

CHAPTER 10
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Wien-bridge eireuil and ils loop gain TUf) fOrlhe ease Rz/R, =2.
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(10.8)R2 =2
R)

It is apparent that when this condition is mel, the components around the op amp
form a balanced bridge at I = 10.

The circuit of Fig. I0.3a uses a simple diode-resistor network to conlrolthe effective
value of R2. At low signal levels the diodes are off. so the 100-kQ resistance has
no effect. We thus have R2/ RI = 22.1/10.0 = 2.21, or T(jJo) = (I + 2.21)/3 =
1.07> I, indicating oscillation buildup. As the oscillation grows, the diodes are
gradually brought into conduction on alternate half-cycles. In the limit of heavy
diode conduction, R2 would effectively change to (22.111100) = 18.1 kQ. giving
T(jlo) = 0.937 < I. However. before this limiting condition is reached, amplitude

Automatic Amplitude Control

In a real-life circuit, component drift makes it difficult to keep the bridge exactly
balanced. Moreover, provisions must be made so that (a) oscillation starts sponta­
neously at power tum-on, and (b) its amplitude is kept below the op a\llp saturation
limits to avoid excessive distortion. These objectives are met by making the ratio
R2/ R I amplitude-dependent such that at low signal levels it is slightly greater than 2
to ensure oscillation start-up, and that at high signal levels it is slightly less than 2 to
limit amplitude. Then, once the oscillation has started, it will grow and automatically
stabilize at some intermediate level where R2/ RI = 2 exactly.

Amplitude stabilization takes on many forms, all of which use nonlinear ele­
ments to either decrease R2 or increase RI with signal amplitude. To provide an
intuitive basis for our discussion, we shall continue using the function T(j/), but in
an incremental sense because of the nonlinearity now present in the circuit.

and Zp), resulting in a stable system. Consequently, the circuit poles lie in the
left half of the complex plane.

2. T(jJo) > I, that is, A > 3 V/V. Now positive feedback prevails over negative
feedback, indicating that a disturbance of frequency Jo will be amplified regen­
eratively, causing the circuit to break out into oscillations of growing magnitude.
The circuit is now unstable. and its poles lie in the right halfof the complex plane.
As we know. the oscillations build up until the saturation limits of the op amp are
reached. Thereafter, v0 will appear as a clipped sine wave when observed with
the oscilloscope or visualized via PSpice.

3. T(jJ0) = I, or A = 3 VIV exactly. a condition referred to as neutral stability
because positive and negative feedback are now applied in equal amounts. Any
disturbance of frequency Jo is first amplifiel\.by 3 VIV and then by l V/V.
indicating that once started, it will be sustained indefinitely. As we know, this
corresponds to a pole pair right on the jw axis. The conditions <r.T(jJ1),) = 0° and
IT(jJ0)1 = I are together referred to as the Barkhausen criterion for oscillation
at J = Jo. The band-pass nature of T(j/) allows for oscillation to occur only
at I = Jo; any attempt to oscillate at other frequencies is naturally discouraged
because <r.T f:. 0° and ITI < I there. By Eq. (10.7), neutral stability is achieved
with

(10.4)

(10.5)

(10.6)

(b)

r------"'..._--!

V, 1T (deg)

T' _ 1+ R2/ R )
(1f) - 3 + jU/lo - lo/!)

(a)

A = Va = I + R2
Vp RI

where we are assuming an ideal op amp for simplicity. In tum, Vp is supplied by
the op amp itself via the two RC networks as Vp = [Zp/(Zp + Z,)]Vo, where
Zp = R II (l/j21£IC) and Z., = R + l/j21£IC. Expanding, we get

B(j/) = Vp = I
Vo 3::-+-,-----:cj(:-://-:-:/0:------=-/0-..,./17")

where 10 = 1/21£RC. The overall gain experienced by a signal in going around the
loop is T(j/) = AB, or

This is a band-pass function since it approaches zero at both high and low frequencies.
Its peak value occurs at f = 10 and is

T(j/o) = I + R2/ RI (10.7)
3

The fact that T(jfo) is real indicates that a signal of frequency 10 will experience
a net phase shift of zero in going around the loop. Depending on the magnitude of
T(jfo), we have three distinct possibilities:

I. T(jJ0) < I. that is, A < 3 V/V Any disturbance of frequency .f() arising althe
input of the op amp is first amplified by A < 3 VIV, and then by B(jJo) = l VIV,
for a net gain of less than unity. Intuition tells us that this disturbance lessens
each time it goes around the loop until it eventually decays to zero. We can state
that negative feedback (via R2 and RI) prevails over positive feedback (via Z,

The circuit can be viewed as a nopinverting amplifier that amplifies Vp by the
amount .

c
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(0) (b)

.'IGURE 10,3
Practical Wien-bridge oscillators.

FIGURE 10.4

Using PSpice to display the output 01" Ihe circuil 01" Fig, 1030.

will automatically stabilize at some intennediate level of diode conduction where
R2/ R) = 2 exactly, or T (jf0) = I, The process can be visualized via PSpice using
the following file,

Wlen-Bridge oac:iUator:
CP 3 0 1", IC·OV

lip 3 0 158k

CI 3 36 lnr IC.OV

al 36 6 158Jt

R1 3 0 10k

83 3 6 33.lk

83 3 36 lOOk

Dl 26 6 01.614.8

D3 6 36 DlaUtI

.~.1 UlIIU'. OlI..O.lp 8.-16 CJO.2p Tt.Un BvdOO Ibv.O.lp)

.lib eval.lib
XOI. 3 2 7 .. , ua7U

vee 7 0 de 15V
VBI .. 0 de -15V

. tran SOUl 15.. 0.. SOUl Ole

.probe
•end ..

As shown in Fig. 10.4, the output stabilizes automatically at a peak amplitude Yom =
L5Y.

A disadvantage of the above circuit is that Yom is quite sensitive to variations in
the diode-forward voltage drops, The circuit of Fig. 10.3b overcomes this drawback
by using an n-JFET as the stabilizing element. I At power tum-on, when the I-/LF
capacitance is still discharged, the gate voltage is near 0 Y, indicating a low chan­
nel resistance. The JFET effectively shorts the 51-kQ resistance to ground to give
R2/ R) =20.0/(11,01151)=2.21> 2, so oscillation starts to build up. The diode
and the I-/LF capacitance fonn a negative peak detector whose voltage becomes
progressively more negative as the oscillation grows. This gradually reduces the

conductivity of the JFET until, in the limit of complete cutoff we would have
R2/RI =20.0/11.0 =1.82 < 2, However, amplitude stabilizes automatically at
some intennediate level where R2/ RI = 2 exactly. Denoting the corresponding
gate-source voltage as VGS(cril), and the output peak amplitude as Yom' we have
- Yom = VGS(crit) - VOlon)' For instance, with VGS(cril) = -4.3 Y we get Yom =
4.3+0.7=5V.

Figure 10.5 shows yet another popular amplitude-stabilization scheme,2 this
time using a diode limiter for easier programming of amplitude. As usual. for low
output levels the diodes are biased in cutoff, yielding R2/ R I = 2.21 > 2. The
oscillation grows until the diodes become conductive on alternate output peaks.
Thanks to the symmetry of the clamping network, these peaks are likewise sym­
metric, or ±Vom ' To estimate Yom, consider the instant when D2 starts to conduct.
Assuming the current through D2 is still negligible, and denoting the voltage at
the anode of D2as V2,weuse KCL to write (Vom - V2)/R3=(V2 - (-Vs)I!R4,
where V2 = Vo + V0 21on) =Vom /3 + V02Ion)' Eliminating V2 and solving gives

C R

>-+-.....0 Yo n.v

R,

FIGURE 10.5

Wien-bridge oscillator using a limiter for
amplitude stabilization.



thus sustaining oscillation at /0 = 1/211'RC. To estimate Yom, consider the instant
at which v I reaches its positive peak. Retracing familiar steps, we use KCL to write
(Vom - VD2(on»/R) ~ [VV2(on) - (-Vs»/ R2' or Yom ~ VV(on) +(RI/R2)(VS +
VD2(on)' The THD ofv) is typically of the order of I%; however, that of V2 is lower,
thanks to the additional filtering provided by OA2.
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Vom ~ 3[(1 + R4/ R3)VD2(on) + Vsl/(2R4/ R3 -I). For example, with R3 = 3 kn,
R4 = 20 kn, Vs = 15 V, and VD(on) = 0.7 V, we get Yom ~ 5 V.

Practical Considerations

The accuracy and stability of the oscillation are affected by the quality of the pas­
sive components as well as op amp dynamics. Good choices for the elements in
the positive-feedback network are polycarbonate capacitors and thin-film resistors.
To compensate for component tolerances, practical Wien-bridge circuits are often
equipped with suitable trimmers for the exact adjustment of /0 as well as THD
minimization. With proper trimming, THD levels as low as 0.01 % can be achieved.)
We observe that because of the filtering action provided by the positive-feedback
network, the sine wave vp available at the noninverting input is generally purer than
vo. Consequently, it may be desirable to use vp as the output, though a buffer would
be needed to avoid perturbing circuit behavior.

To avoid slew-rate limiting effects for a given output peak-amplitude Yom, the
op amp should have SR > 211' Yom /0, Once this condition is met, the limiting fac­
tor becomes the finite GBP, whose effect is a downshift in the actual frequency
of oscillation. It can be proved2 that to contain this shift within 10% when a
constant-GBP op amp is used, the laller should have GBP ~ 43/0. To compensate
for this downshift, one can suitably predistort the element values of the positive­
feedback network, in a manner similar to the filter predistortion techniques of
Section 6.6.

The low end of the frequency range depends on how large the components in
the reactive network can be made. Using FET-input op amps to minimize input­
bias-current errors, the value of R can easily be increased to the range of tens of
megohms. For instance, using C = IIlF and R = 15.9 Mn gives /0 =0.01 Hz.

FIGURE 10.'
Quadralure oscillalor.
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Quadrature Oscillators

We can generalize the above ideas and make an oscillator out of any second-order
filter that is capable of giving Q =00 as well as Q < O. To this end, we first ground
the input, since it is no longer necessary; then, we design for an initially nega­
tive Q to force the poles in the right half of the complex plane and thus ensure
oscillation startup; finally, we include a suitable amplitude-dependent network to
automatically pull the poles back to the jw axis and give Q =00, or sustained
oscillation.

Of special interest are filter topologies of the dual-integrator-loop type, since
they provide two oscillations in quadrature, that is, with a relative phase shift of900

•

Figure 10.6 shows how a biquad filter can be turned into a quadrature oscillator. To
save an op amp, OA2 is a noninverting, or Deboo, integrator with /0 = 1/211'RC,
and it is adjusted to make it slightly regenerative to ensure oscillation startup. At low
signal levels OA I is a lossless integrator with /0 = 1/211'RC. However, as soon as
signal amplitude has grown enough to activate the diode limiter, OA I becomes lossy.
Thereafter, the loss due to OA I will compensate for the regeneration due to OA2,

10.2
MULTIVIBRATORS

Multivibrators are regenerative circuits intended especially for timing applications.
MuIaivibrators are classified as bistable, astable, and monostable.

In a bistable multivibrator both stales are stable, so external commands are
needed to force the circuit to a given state. This is Ihe popularflip-flop. which in tum
takes on different names, depending on the way in which the exlernal commands
are effected.

An astable multivibrator toggles sponlaneously between one state and the other,
without any external commands. Also called a/ree-running multivibrator, its timing
is set by a suitable network, usually comprising a capacitor or a quartz crystal.

A monostable multivibrator, also called a one-shot, is stable only in one of its
two states. If forced into the other state via an external command called a trigger,
it returns to its stable state spontaneously, after a delay sel by a suitable liming net­
work.

Here we are interesled in astable and monostable multivibrators. These circuits
are implemented with voltage comparators or with logic gates, especially CMOS
gates.

....



Volts

SECTION 11) . .2
Multivibraton-i

459from one op amp to another and also depends on the supply voltages. Any variation
in Vsa• will cause VT to vary in proportion. thus ensuring the same transition time
and. hence. the same oscillation frequency.

The maximum operating frequency is determined by the comparator speed.
With the 30I op amp as a comparator. the circuit yields a reasonably good square
wave up to the 100kHz range. This can be extended significantly by using a faster
device. At higher frequencies. however, the stray capacitance of the noninverting
input toward ground becomes a limiting factor. This can be compensated by using a
suitable capacitance in parallel with R2.

The lowest operating frequency depends on the practical upper limits of Rand
C. as well as the net leakage at the inverting input node. FET-input comparators may
be a good choice in this case.

Although fo is unaffected by uncertainties in V,a•• it is often desirable to stabilize
the output levels for a cleaner and more predictable square-wave amplitude. This is
readily achieved with a suitable voltage-clamping network. If it is desired to vary
fo•. a convenient approach is to use an array of decade capacitances and a rotary
sWllch for decade selection. and a variable resistance for continuous tuning within
the selected decade.

EXAMPLE t8.l. Design a square-wave generalor meeting the following specificalions:
(a) 10 musl be variable in decade sleps from I Hz to 10 kHz; (b) /0 musl be variable con­
tinuously within each decade interval; (c) amplilude must be ±5 V. stabilized. Assume
±15-V poorly regulated supplies.

Solution. To ensure stable ±5 VOUlput levels. use a diode-bridge clamp as in Fig. 10.8.
Whenthe op amp salurales al +13 V, current flows Ihrough Ihe palh R,-D,-D,-D.,lhus
clamptng Vo al VOltoo) + Vz, + VO'loo). To clamp at 5 V, use Vzs = 5 - 2VOton, =
5 - 2 x 0.7 = 3.6 V. When the op amp salurates al -13 V, current flows Ihrough the
palh ~-D,-Dz-R" clamping vo al -5 V.

(6)

IOkU

16kU

>--+--<> "0

(a)

Basic Free-Running Multivibrator

C R

r

In the circuit of Fig. 1O.7a. the 301 op amp comparator and the positive-feedback
resistances R I and R2 form an inverting Schmitt trigger. Assuming symmetric output
saturation at ± Vsal = ± 13 V, the Schmitt-trigger thresholds are also symmetric at
±VT = ±V,aIRI/(R\ + R2) =±5 V. The signal to the inverting input is provided
by the op amp itself via the RC network.

At powertum-on (I = 0) v0 will swing either to +Vsal or to - V,.to since these
are the only stable states admitted by the Schmitt trigger. Assume it swings to
+V,ato so that vp = +VT. This will cause R to charge C toward V,a•• leading to an
exponential rise in vN with the time constant T = RC. As soon as vN catches up with
vp = VT. v0 snaps to - Vsa•• 'rtversing the capacitance current and also causing vp

to snap to - VT. So. now vN decays exponentially toward - Vsal until it catches up
with vp = -VT. at which point vo again snaps to +Vsato thus repeating lbe cycle.
It is apparent that once powered. the circuit has the ability to start and then susWn
oscillation. with Vo snapping back and forth between +V,al and -Vsal• and VN

slewing exponentially back and forth between +VT and - VT. After the power-on
cycle. the waveforms become periodic.

We are interested in the frequency of oscillation. which is found from the period
T as fo = liT. Thanks to the symmetry of the saturation levels. Vo has a duty cycle
of 50%. so "Ye only need to find T12. Applying Eq. (10.3) with AI = T12. T = RC.
Voo = VSIII. Vo = -VT. and VI = +VT. we get

! = RCin V,a. + VT
2 Vsal - VT

Substituting VT = V,a./( I + R21RI) and simplifying finally gives

I I
fo = T = 2RC In(l + 2RII R2) (10.9)

With the components shown. fo = II (1.62RC). If we use the ratio R II R2 = 0.859.
then fo =1/2RC.

We observe that fo depends only on the external components. In particular. it
is unaffected by Vsal. which is known to be an ill-defined parameter since it varies
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fiGURE 1t.7
Basic free-running mUhivibrator.

fiGURE 10.8

Square-wave generator of Example 10.1.



twice, first with lit = TL, V"" = 0, Vo = VTH, and Vt = VTL, then with lit = TH,
V"" = Vee. Vo = VTL. and VI = VTH, we get. after combining terms,

To simply inventory and achieve D = 50%, it is customary to impose RI =
R2 = R3' after which fo = 1/(RCln4) = 1/1.39RC. Oscillators of this type can
easily achieve stabilities approaching 0.1 % with initial predictability of the order of
5% to 10%.

..
EXAMPLE 10.:1. In the circuit of Fig. 10.9 specify components for 10 = I kHz. and
verify with PSpice for Vee = 5 V.

Solution. Use R, = R, = R, = 33 kQ, R, = 2.2 kQ, C = 10 nF, and R = 73.2 kQ.
The input file is:

AtItabl. llultivibrator:

VCC80dcSv

.lib eval.l1b
J:CIIP 2 3 • 0 7 0 LIIll1

C 0 3 IOn' IC.O

03771.3k

01 3 0 33k

R2283311:

03 3 7 33k

U 7 I 3.3k

. tran lOu. 2.. 0 IOU. uie
•probe

•oDd
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Vee- VTL)
Vee - VTH

fo = (VTH
RCln - x

VTL

To vary til in decade sleps, use Ihe four capacitances and rotary switch shown.
To vary In within a given decade. implement R with a pol. To cope with component
tolerances, ensure an adequate amount of overlap belween adjacent decade intervals.
To be on the safe side. impose a range of continuous variability from 0.5 to 20. that
is. over a 4O-to-1 range. We then have Rpol + R.• = 40R•• or Rpol = 39R,. To keep
input-bias-current errors low. impose IRlminl » lB. say. IR(min) = 10 Jj.A. Moreover,
let R, = R, = 33 kQ. so that V,. = 2.5 V. Then. Rm.. = (5 - 2.5)/(10 x 10-6) =
250 kQ. Since R.• « R.... use a 250-kQ pol. Then. R.• = 250/39 = 6.4 kQ (use
6.2 kQ).

To find C,. impose In = 0.5 Hz with the pot set to its maximum value. By Eq. (10.9),
C, = 1/12 x 0.5 x (250 + 6.2) x 10' x In 31 = 3.47 IlF. The closest standard value is
C, = 3.3IlF. Then. C, = 0.331lF, C, = 33 nF. and C, = 3.3 nF.

The function of R, is to protect the comparator input stage at power tum-off, when
the capacitors may still be charged. and that of R, is to supply current to the bridge. R,.
R. and to the external load. if any. The maximum current drawn by R is when Vo = +5 V,
vN = - 2.5 V, and the pot is set to zero. This current is 15 - (-2.5)]/6.2 = 1.2 rnA. We
also have I., = 5/66 = 0.07 rnA. Imposing a bridge current of 1 rnA and allowing for
a maximum load current of I rnA, we have 1,,1m..) = 1.2 + 0.07 + I + I ~ 3.3 rnA.
Hence, R, = (13 - 5)/3.3 = 2.4 kQ (use 2.2 kQ to be safe). For the diode bridge use
a CA3039 array (Harris).

Figure 10.9 shows a muUivibratordesigned for single-supply operation. By using
a fast comparator. the circuit can operate well into the hundreds of kilohertz. As we
know. the circuit gives Vln ~ 0 and, if R4 « R3 + (R I II R2). it gives VOH ~ Vce.
At power turn-on (I = 0), when C is still discharged, va is forced high, causing C
to charge toward Vee via R. As soon as VN reaches VTH, va snaps low, causing C
to discharge toward ground. Henceforth. the oscillation becomes periodic with duty
cycle D(%) = IOOTH/(h + TH) and fo = I/(TL + TH). Applying Eq. (10.3)
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The waveforms are shown in Fig. 10.10.

(a) (b)

5,rJIIT·····.·.·······.···.·······.···--·····------··· ---- .

0\/ ----- •••• -- ••• - .... -------.-- •.•.••••••••• --------.. ----.
o. os., I 0.. tS-,

a vC31 0 v(7)
TI..

FtGIJRF. to.9
Single-supply free-running multivibralor.

FIGURE 10.10
Waveforms for the circuit of Example 10.2.
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(b)

Rj(»R) "'J C
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V.\

VT + Von

VOl) ­

VT

o r;;---+-T-''-''----iI--7''<---
VT - VOl)

FIGURE 10.11

CMOS-gale free-running muhivibralor.

VuI',

Free-Running Mullivibrator Using CMOS Gates

CMOS logic gates are particularly attractive when analog and digital functions must
coexist on the same chip. A CMOS gate enjoys an extremely high input impedance,
a rail-to-rail input range and output swing, extremely low power consumption, and
the speed and low cost of logic circuitry. The simplest gate is the inverter depicted in
Fig. 10.11. This gate can be regarded as an inverting-type threshold detector giving
vo = VOH = Voo for v/ < VI', and va = VOL = 0 for \'/ > VI" The threshold
VI' is the result of internal transistor operation, and is nominally halfway between
Von and 0, or VI' 2' Voo/2. The protective diodes, normally in cutoff, prevent v/
from rising above Voo + VD(on) or dropping below - V/)(on), and thus protect the
FETs against possible electrost~ic discharge.
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FIGURE 10.11

CMOS inverter: logic symbol, internal circuit diagram, and VTC.

C,
10pF

I MHz

IOM(l

FIGURE 10.13

CMOS-gate crystal oscillator.

XI.1

affects fo, thus limiting the circuit to applications where frequency accuracy is not
of primary concern.

We observe that if v3 were applied to II directly, the input protective diodes of
/1 would clamp V3 and alter the timing significantly. This is avoided by using the
decoupling resistance RI »R (in practice, RI 2' lOR will suffice.)

CMOS Crystal Oscillator

In precise timekeeping applications, frequency must be much more accurate and
stable than that afforded by simple RC oscillators. These demands are met with
crystal oscillators. an example of which is shown in Fig. 10.13. Since the circuit

(10.11)

(c)(b)(0)

fo= RCln(VOo+Vr x 2Voo-Vr)
VI' Voo - VI'

For VI' = Voo/2 we get fo = 1/(RCln 9) = 1/2.2RCand D(%) = 50%. In practice.
due to production variations, there is a spread in the values of VI" This, in tum.

In the circuit of Fig. I0.12a assume at power tum-on (t = 0) v2 goes high. Then,
by h's inverting action, va remains low, and C starts charging toward V2 = Voo
via R. The ensuing exponential rise is conveyed to /1 via R I as signal vI. As soon as
Vt rises to VI', /1 changes state and pulls V2 low, forcing h to pull va high. Since
the voltage across C cannot change instantaneously, the step change in va causes V3
to change from VI' to VI' + Von 2' 1.5 Voo, as shown in the timing diagram. These
changes occur by a snapping action similar to that of Schmitt triggers.

Witb V3 being high and V2 being low, C will now discharge toward V2 = 0 via
R. As soon as the value of v3 decays to VI', the circuit snaps back to the previous
state; that is, V2 goes high anll v0 goes low. The step change in v0 causes V3 to
jump from VI' to VI' - Voo 2' -0.5 Voo, after which V3 will again charge toward
V2 = Voo. As shown, V2 and va snap back and forth between 0 and VOD, but in
antiphase, and they snap each time V3 reaches VI"

To find fo = I/(TH +TLl, we again use Eq. (10.3), first with Ll.t =TH, Voo = 0,
Vo = VI' + Voo, and Vt = VI', then with Ll.t = TL, Voo = Voo. Vo = VI' - Voo,
and Vt = VI'. The result is
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(10.12)

(b)

.,

V~Bz.r=.,
..

(a)

FIGURE .8.14
CMOS-gate one shot.

fashion. Even though V2 tries to swing from Vr to Vr + VDD ~ 1.5VDD, the internal
protective diode DI of the inverter, shown explicitly in Fig. 10.11 b, will clamp V2
near VDD, thus discharging C. The circuit is now back in the stable state preceding
the arrival of the trigger pulse. The timeout T is found via Eq. (10.3) as

T =RCln VDD
VDD - Vr

For Vr = VDD/2, this reduces to T =RC In 2 =0.69RC.
A relriggerable one-shot begins a new cycle each time the trigger is activated,

including activation during T. By contrast, a nonrelriggerable one-shot is insensitive
to triggering during T.

.,
Vo;; [-LJOL- • ,

10.3
MONOLITHIC TIMERS

r== .,

As shown in Fig. 10.15, the basic blocks of the 555 timer are: (a) a trio of identical re­
sistors, (b) a pairof voltage comparators, (c) a flip-flop, and (d) a BJT switch Qo. The
resistances setthe comparator thresholds at VTH = (2/3) Vee and VTL = (1/3) Vee·

The need for the astable and monostable functions arises so often that special
circuits,4 called IC timers, are available to satisfY these needs. Among the vari­
ety of available products, the one that has gained the widest acceptance in terms
of cost and versatility is the 555 timer. Another popular product is the 2240 timer,
which combines a timer with a programmable counter to provide additional timing
flexibility.

exploits the electromechanical-resonance characteristics3 of a quartz crystal to set
fo, it acts more like a tuned amplifier than a multivibrator. The idea here is to
place a network that includes a crystal in the feedback loop of a high-gain inverting
amplifier. This network routes a portion of the output signal back to the input, where
it is reamplified in such a way as to sustain oscillation at a frequency set by the
crystal.

A CMOS gate is made to operate as a high-gain amplifier by biasing it near
the center of its VTC, where slope is the steepest and gain is thus maximized.
Using a plain feedback resistance Rf' as shown, establishes the dc operating point
at Vo = VI = Vr ~ VDD/2. Thanks to the extremely low input leakage current of
CMOS gates, Rf can be made quite large. The function ofthe remaining components
is to help establish the proper loss and phase, as well as provide a low-pass filter
action to discourage oscillation at the crystal's higher harmonics.

Although crystals have to be ordered for specific frequencies, a number of
commonly used units are available off the shelf, namely, 32.768 kHz crystals for
digital wristwatches, 3.579545 MHz for TV tuners, and 100 kHz, I MHz, 2 MHz,
4 MHz, 5 MHz, 10 MHz, etc., for digital clock applications. A crystal oscillator can
be tuned slightly by varying one of its capacitances, as shown. Crystal oscillators of
the type shown can easily achieve stabilities on the order of I ppmf'C (I part-per­
million per degree Celsius).4

The duty cycle ofclock generators is not necessarily 50%. Applications requiring
perfect square-wave symmetry are easily accommodated by feeding the oscillator
to a toggle flip-flop. The latter then produces a square wave with D(%) = 50%, but
with half the frequency of the oscillator. To achieve the desired frequency we simply
use a crystal with a frequency rating twice as high.

Monostable Multivibrator

On receiving a trigger pulse at the input, a monostable multivibrator or one-shot
produces a pulse of a specified duration T. This duration can be generated digitally,
by counting a specified number of pulses from a clock source, or in analog fashion,
by using a capacitor for time-out control. One-shots are used to generate strobe
commands and delays. and in switch debouncing.

The circuit of Fig. 10.14 uses a NOR gate G and an inverter I. The NOR yields
a high output only when both inputs are low; if at least one of the inputs is high,
the output will be low. Under normal conditions, vI is low and C is in steady state,
so V2 = VDD due to the pullup action by R, and vo =0 by inverter action. Further,
since both inputs to the NOR gate are low, its output is high, orvt = VDD, indicating
zero voltage across C.

The arrival of a trigger pulse vI causes the NOR gate to pull v t low. Since the
voltage across C cannot change instantaneously, V2 will also go low, causing in tum
v0 to go high. Even if the trigger pulse is now deactivated, the NOR gate will keep vI
low because v0 is high. This state ofaffairs, however, cannot last indefinitely because
R is now charging C toward VDD. In fact, as soon as V2 reaches Vr, the inverter snaps,
forcing Vo back low. In response to this, the NOR gate forces VI high, and C then
transmits this step to the inverter, thus reinforcing its initial snap in Schmitt-trigger
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FIGURE 10.16

The 555 timer as an astable mullivibrator.
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(10.14)

(10.13)

(iND

FIGURE 10.15

The 555 timer block diagram.

For additional nexibility. the upper threshold node is externally accessible via pin 5
so that the .user can modulate the value of VTH. Regardless of the value of VTH. we
always have Vn = VTH12.

The state of the nip-nop is controlled by the comparators as follows: (a) When­
ever the voltage at the trigger input (TRIG) drops below Vn. CMP2 fires and sets
the nip-nop. forcing Q high and Q low; with a low voltage at its base. Qo is in
cutoff. (b) Whenever the voltage at the threshold input (THRESH) rises above VTH.
CMP, fires and clears the nip-nop. forcing Q low and Q high. With a high voltage
applied to its base via the 100-0 resistance. Qo is now heavily on. Summarizing,
lowering TRIG below Vn turns Qo off. and raising THRESH above VTH turns Qo
heavily on. The nip-nop includes a reset input (RES) to force Q low and tum Qo
on regardless of the conditions at the inputs of the comparators.

The 555 is available in both bipolar and CMOS versions. The bipolar versions
opemte over a wide range of supply voltages. typically 4.5 Y :5 Vee :5 18 Y. and
are capl\lJle of sourcing and sinking output currents of 200 rnA. The TLC555 (Texas
Instruments). which is a popular CMOS version. is designed to opemte over a power­
supply range of 2 Y to 18 Y, and has output current sinking and sourcing capabilities
of 100 rnA and 10 rnA, respectively. The transistor switch is an enhancement-type
n-MOSFET. The advantages ofCMOS timers are low power consumption. very high
input impedances. and a rail-to-rail output swing.

Al power lurn-on (I = 0). when the capacitor is still discharged, the voltage at
Ihe TRIG input is less Ihan Vn. This forces Q high and keeps the BJT in cutoff, Ihus
allowing Ctocharge loward Vee via the series RA +RB. As soon as ve reaches VTH,
CMP, fires and forces Q low. This turns on Qo, which then pulls the DISCH pin to
VeE(sal) ;: 0 V. Consequently. C now discharges toward ground via RB. As soon as
Ve reaches Vn. CMP2 fires, forcing Q high and turning orr Qo. This reestablishes
the conditions for a new cycle of astable operation.

The time intervals hand TH are found via Eq. (10.3). During TL the time
constant is RBc' so h = RBCln(VTHIVn)= RBCln2; during TH the lime
constanl is (RA + RB)C. so TH = (RA + RB)C In«Vee - Vn)/(Vee - VTH»).
Consequently.

Vee - VTH/2
T = TL + TH = RBC In2 + (RA + RB)C In --:-c---::7-'-­

Vee - V11I

SubSlituting VTH = (2/3)Vee and sol~ing for 10 = liT and D(%) = 100THI
(TL + TH) gives

10 = 1.44 D(%) = 100 RA + RB
(RA + 2RB)C RA + 2RB

We observe that the oscillation characteristics are sel by the external components
and are independent of V, ( f i"·' ,·1\1 power-supply noise from causing fltlse
triggering when ve approach"., eilk. threshold, use a O.OI-JLF bypass capacitor
between pin 5 and ground: this will clean VTH as well as Vn. The timing accuracy4
of the 555 aslable approaches I%. with a temperalure stability of 0.005%I"C and a
power-supply stability of 0.05%/Y.

The 555 as an Astable Multivibrator

Figure 10.16 shows how the 555 is configured for astable operation using just three
external components. To understand circuit operation, refer also 10 the internal dia­
gram of Fig. 10.15. I

EXAMPLE '1.3. In the circuit of Fig. 10.16 specify suitable components for /0 =
50 kHz and D(%) = 75%.

Solution. Let C = I nF. so that RA+ 2R. = 1.44/filC =2H.H5 krl. Imposing (RA+
R.)/(RA+ 2R.) =0.75 gives RA = 2R•. Solving gives RA = 14.4 krl (use 14.3 krl)
and R. = 7.21 krl (use 7.ISkfl).

._----------,



The 555 as a MonostabIe Multivibrator

Figure 10.17 shows the 555 connection for monostable operation. Under nonnal con­
ditions, the TRIG input is held high, and the circuit is in the stable state represented
by Q low. Moreover, the BJT switch Qo!is closed, keeping C discharged, or ve ~ O.
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EXAMPLE lOA. Assuming Vee = 5 V in the multivibrator of Exahtple 10.3, find tbe
range of varialion of fo and 0(%) if lbe voltage at the CONTROL input is modulated
by ac coupling to it an external sine wave with a peak amplitude of I V.

Solution. The range of varialion of VTH is (2/3)5 ± I V, or between 4.333 V and
2.333 V. Substituting into Eq. (10.13) gives h =4.96 its and 7.78 its ~ TH ~ 31.0 Its,
so we have 27.8 kHz ~ fo ~ 78.5 kHz, and 61.1 % ~ V(%) ~ 86.2%.

Letting VTH = (2/3)Vee gives T = RCln3, or

T = \.IORC

Voltage Control

Ifdesired, the timing characteristics of the 555 can be modulated via the CONTROL
input. Changing VTH from its nominal value of (2/3) Vee will result in longer
or shorter capacitance charging times, depending on whether VTH is increased or
decreased.

When the timer is configured for astable operation, modulating VTH varies TH

while leaving TL unchanged, as indicated by Eq. (10.13). Consequently, the output
is a train of constant-width pulses with a variable repetition rate. This is referred to
as pulse-position modulation (PPM).

When the timer is configured for monostable operation, modulating VTH varies
T, as per Eq. (10.15). If the monostable is triggered by a continuous pulse train,
the output will be a pulse train with the same frequency as the input but with
the pulse width modulated by VTH. We now have pulse-width modulation
(PWM).

PPM and PWM represent two common fonns of infonnation encoding for stor­
age and transmission. Note that once VTH is overridden externally, VTH and Vee
are no longer related; hence, the timing characteristics are no longer independent of
Vee.

Note once again the independence of Vee. To enhance noise immunity, connect a
O.OI-j.tF capacitor between pin 5 and ground (see Fig 10.15).

I

V,

~TLoe rn_-_-_-_- _
• t

Ve

VCC~---------~-
Vrn ------ ,,=::

o t
3

RES

OUT

v,

Since Vn and VTH remain stable during the oscillation cycle, the dual-com­
p.arator scheme utilized in the 555 allows higher operating frequencies than the
smgle-comparator schemes of the previous section. In fact some 555 versions can
easily o~rate to the m.egahertz range. The upper frequency limit is detennined by
the combmed propagatIon delays of the comparators, flip-flop, and transistor switch.
The lowe~ frequency limit is determined by how large the external component values
can practically be made. Thanks to the extremely low input currents, CMOS timers
allow for large external resistances, so very long time constants can be obtained
without using excessively large capacitances.

Since TH > h, the circuit always gives D(%) > 50%. A symmetric duty cycle
can be approached in the limit RA « RB; however, making RA too small may lead
to excessive power dissipation. A better approach to perfect symmetry is to use an
output toggle flip-flop, as discussed in the previous section.
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(10.17)T=RC

In applications requiring very long delays, the values of Ihe timing components
can become impractically large. This drawback is overcome by using components
of manageable size and then stretching the multivibrator time scale with a binary
counter. This concept is exploited in the popular 2240 timer/counter circuit, as well
as other similar devices. As shown in Fig. 10.18, the basic elements of the 2240 are
a time-base oscillator (TBO), an 8-bit ripple counter, and a control flip-flop (FF).
The TBO is similar to the 555 timer, except that RB has been eliminated to reduce
the external component count, and the comparator thresholds have been changed to
Vn = 0.27Vee and VTH = 0.73Vee 10 make the valueofthe logarithm in Eq. (10.13)
exactly unity. Thus, the lime-base is

(10.15)

FIGURE 10.17

The 555 timer as a monoslable multivibrator.

The circuit is triggered by lowering the TRIG input below Vn. When this is
done, CMP2 sets the flip-flop, forcing Q high and turning off Qo. This frees C to
charge toward Vee via R. However, as soon as ve reaches VTH, the upper comparator
clears the flip-flop, forcing Q low and turning Qo heavily on. The capacitance is
rapidly discharged, and the circuit returns to the stable state preceding the arrival of
the trigger pulse.

The pulse width T is readily found via Eq. (10.3) as

T =RCln Vee
Vee - VTH



FIGURE lo.J8

(u) Programmable delay generator using the XR-2240 timer/counter. (b) Timing
diagram. (Courtesy of Ex...)

(b)
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10.4
TRIANGULAR WAVE GENERATORS

The binary counter consists of eight toggle nip-flops that are buftered by open­
collector BJTs. The desired amount of time stretching is programmed by connecting
a suitable combination of counter outputs to a common pullup resistor Rp in a
wired-OR configuration. Once a particular combinalion is selected, the output will
be low as long as anyone of the selected outputs is low. I'or instance, connecting
only pin 5to the pullup resistor gives To = 16T, while connecting pins 1,3, and 7
gives To = (I +4+64)T =69T, where To is the duration of the output liming cycle.
By suitable choice of the connection pallem, one can program T" anywhere over the
range T :s To :s 255T.

The purpose of the control nip-nop is to translate the external TRIGGER and
RESET commands to the proper controls for the TBO and the counter. At power
tum-on the circuit comes up in the reset state, where the TBO is inhibited and all
open-collector outputs are high. On receiving an external trigger pulse, the control
nip-nop goes high and initiales a timing cycle by enabling the TBO and forcing
the common output node of Ihe counter low. The TBO will now run until the count
programmed by the wired-OR pallem is reached. Atlhis point the output goes high,
reselling the control flip-flop and stopping the TBO. The circuit is now m the reset
state, awaiting the arrival of the next trigger pulse.

Cascading the counter stages of two or more 2240s makes it possible to achieve
truly long delays. For instance, cascading two 8-bit counters yields an effective
counter length of 16 bits, which allows To to be programmed anywhere in the range
from T to over 65 x loJT. In this manner, delays of hours, days, or months can he
generated using relalively small timing component values. Since the counters do not
affect the timing accuracy, the accuracy of To depends only on that of T, which is
typically around 0.5%. T can be fine-tuned by adjusting R.

Triangular waves are generated by aheraately charging and discharging a capacitor
with a constant current. In the circuit of Fig. 1O.19a the current drive for C is
provided by OA, a JFET-input op amp functioning as a noating-Ioad V-I converter.
The converter receives a two-level drive from a 30 I op amp comparator configured
as a Schmill trigger. Because of the inversion introduced by OA, the Schmilltrigger
must he of the noninverting type. Also shown is a diode clamp to stabilize the
Schmill-trigger OUlputlevels at ±Vclamp = ±(VZ5 + 2VV(on)' Consequently, Ihe
Schmill-trigger input thresholds are ±VT = ±(RI/R2)Vclamp'

Circuit hehavior is visualized in terms of the waveforms of Fig. 10. 19b. Assume
at power tum-on (t = 0) CMP swings to + V,at so that vSQ = + Vclamp. OA converts
this voltage to a current of value Vclamp/ R entering C from the left. This causes VTR

to ramp downward. As soon as VTR reaches - VT ,the Schmilltrigger snaps and vSQ

switches from +Vclamp to - Vclamp. OA converts this new vohage to a capacitance
current of the same magnitude but opposite polarity. Consequently, VTR will now
ramp upward. As soon as VTR reaches +VT, the Schmilltrigger snaps again, thus
repeating the cycle. Figure 1O.19b shows also the waveform v I at the noninverting
input of CMP. By the superposition principle,this waveform is a linear combination
of vTR and vSQ, and it causes the Schmill trigger to snap whenever it reaches 0 V.
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With the modification ofFig. to.20a, the charge and discharge limes can~ adjus'e;:
independently to generate asymmetri~ waves. With vSQ =+Vclamp, D3 IS onw":'th
D is off so the discharge current IS IH =[Vclamp - VD(on)I~(RH + R).

4 'v. D is off and D4 is on and the charge current IS h = [Vclamp _
vSQ = - clamp, 3 . '., d C 2V _ I TL
V n l/(RL + R). The charge and discharge times are .oun as . x T - L
a.etC) x 2VT = IHTH, respectively. The function of D, and Dz IS to compensate
for the VD on) tenn due to D3 and D4. With D) and D2, m plac~ we now have
VT / R) = [(Vclamp - VD(on)l/ Rz· Combining all the above mfonnatlon yields

TL =2~C(RL + R) TH =~~C(RH + R) (10.19)
R2 Rz

The frequency of oscillation is /0 = I/(TH + h). Note that if one ofth.e slo~s is
made much steeper than the other, VTR will approach a sawtoolh and vSQ a tram of
nar/ow pulses.

t£71'>..[7" • I

n~T--I
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Voltage-Controlled Oscillator

M lications require that /0 be programmable automatically, for instan~e, via
anyapp . d . u't known as a voltage-controlled OSCIllator

a contro~ volt~ge vd" ~e r"u~kvcl":, '~ 0 where k is the sensitivity of the YeO,(veo), IS deslgne to give )0 - ", ,

in hertz per volt. I veo realization Here OA 'is a V-I converter thatFigure 10.21 shows a popu ar . . h .
forces C to conduct a current linearly proportional to v,. To ensure capacitor c argmg

(b)

FIGURE .0.10 .
Triangular wave generator with independenlly adJusllble slopes.

(a)

FIGURE .0•• 9

Basic triangular/square.wave generator.

I

By symme.ry, the time taken by VTR to ramp from - VT to +VT is T12. Since
the capacitor is operated at constant Current, we can apply Eq. (10.2) with 6t =
T/2, I = VclamplR and 6v =2VT = 2(R)IRz)Vclamp. Letting /0 = lIT gives

F. - RzIR) (10.18))0 - 4RC

indicating that /0 depends only on external components, a desirable feature indeed.
As usual, /0 can be varied continuously by means of R, or in decade steps by means
of C. The operating frequency range is limited at the Upper end by the SR and GBP
of OA as well as the speed of response of CMP; at the lower end by the size of R
and C, as well as the input bias current of OA and capacitor leakage. A FET-input
op amp is usually a good choice for OA, while CMP should be an uncompensated
op amp or, beller yet, a high.speed voltage comparator.

EXAMPLE 10.5. In ,he circuit of Fig. IO.19a specify suitable components for a square
wave with peak values of ±5 V. a triangular wave with peak values of ± 10 V, and fo
continuoUSly variable from 10Hz to 10kHz.

Solution. We need V" = V"""" - 2Vo(OO) =5 - 2 x 0.7 = 3.6 V, and R,/R, =
V".mp/ VT = 5/10 = 0.5 (use R, = 20kO, R, = 10kO).Since fo must be variable Over
a 1000: I range. implement Rwith a pot and a series resistance R, such that R... + R, =
1000R"or R ;;;: IO'R,. Use R... = 2.5 MOand R, = 2.5kO. For R = Rm1n = R, we
want fo = f", ,) = 10 kHz. By Eq. (10.18), C = 0.5/(104 x 4 x 2.5 x 10') = 5 nF.
The function of R, is to provide current 10 R, R" the diode bridge, and the output
load under all operating conditions. Now, f Rt...,) = V".mp/Rmln=5/2.5 = 2 rnA, and
fR,lm.. ) = V".mp/ R, = 5/10 = 0.5mA.lmposingabridgecurrentof I mA and allowing
for a maximum load current of I rnA yields fR,t.... ) = 2+ 0.5+ I + I =4.5 rnA. Then,
R, = (13 - 5)/4.5 = 1.77 kO (use 1.5 kO to be safe). For the diode bridge, use a
CA3039 diode array (Harris).

,
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FIGURE 10.11
Voltage-conlrolled triangular/square-wave oscillator. (Power supplies are ± 15 V.)

The accuracy of Eq. (10.20) is limited at high frequencies by the dynamics
of OA, CMP, and Mio and at low frequencies by the input bias current and otl'set
Yollage of OA. To null the laller, set vI to a low value, say, 10 mV, and then adjust
the offset-nulling pot for a 50% duty cycle. Another source of error is the channel
resistance r ds(on) of the FET switch. The data sheets of the M 116 FET (Siliconix)
give rds(on) = looQ typical. With R = IOkQ,thisrepresents an error ofonly 1%; if
desired,thiscan be eliminated by redueingRfrom IOkQto IOkQ -100Q = 9.9kQ.

Triangular-to-Sine Wave Conversion

If a triangular wave is passed through a circuit exhibiting a sinusoidal VTC, as shown
in Fig. I0.22a, the result is a sine wave. Since nonlinear wave shaping is independent
of frequency, this form ofsine wave generalion is particularly convenient when used
in connection with triangular-output VCOs, since the laller olfer much wider tuning
ranges Ihan Wien-bridge oscillators. Practical wave shapers approximate a sinusoidal
VTC by exploiting the nonlinear characteristics of diodes or transistors.4

475

SH 'nON 10."

Triangular Wave
Generahlrs

FIGURE lo.n

(a) VTC of a triangular-to-sine wave convener. (b) Logarithmic wave shapero

In the circuit of Fig. 1O.22b a sinusoidal VTC is approximated by suitably over­
driving an emiller-degenerated differential pair. Near the zero-crossings of the input,
the gain of the pair is approximately linear; however, as either peak is approached,
one of the BJTs is driven to the verge ofcutoff, where the VTC becomes logarithmic
and produces a gradual rounding of the triangular wave. The THD of the output is
minimized4 at about 0.2% for RI =: 2.5Vr and Vim =: 6.6Vr, where Vim is Ihe peak
amplitude ofthe triangular wave and Vr is Ihe thermal voltage (Vr =: 26 mV at room
temperature). This translates to RI =: 65 mV and Vim =: 172 m V, indicating that the
triangular wave must be properly scaled to fit the requirements of the wave shapero

Figure 10.23 shows a practical wave shaper realization. The shaping function
is performed by the LM394 matched BJT pair, whose output is converted to a

(b)

v,

(a)

as well as discharging, this current must allernate between opposite polarities. As
we shall see shortly, polarity is controlled via the n-MOSFET switch. Moreover,
CMP forms a Schmill trigger whose output levels are VOL = VCE(sa!) =: 0 V
when the output BJT is saturaled, and VOH = Vcc/( 1+ R2/ RI) = 10 V wben the
BJT is off. Since the noninverting input is obtained direclly from the output, the
trigger thresholds are likewise VTL = 0 V and VrH = 10 V. The eircuit operates as
follows.

By op amp and voltage-divider action, the vollage at both inputs of OA is v1/2, so
thecurrenllhrough the 2R resistance is at all times il = (vl-vtl2)/2R = vl/4R.
Assume Ihe Schmill trigger starts in the low state, or vSQ =: 0 V. With a low gate
vollage, MI is off, so all the current supplied by the 2R resistance flows into C,
causing VTR to ramp downward.

As soon as VTR reaches VTL = 0 V, the Schmill trigger snaps, causing vSQ to
jump to 10 V. With a high gate voltage, M I turns on and shorts R to ground, sinking
the current (v tl2) / R = 2i I. Since only half of this current is supplied by the 2R
resistance, the other half must come from C. Thus, the effect of turning on MI is 10
reverse.the current through C without affecting ilS magnitude. Consequently, vTR is
now ramping upward.

As soon as VTR reache!\, VrH =10 V, the Schmill trigger snaps back to 0 V,
turning off M I and reestablishing the conditions of the previous half-cycle. The
eircuit is therefore oscillating. Using Eq. (10.2) with t.1 =T/2, 1=vI /4R, and
t.v = VrH - VTL, and then solving for 10 = I/T gives

10 = VI (\0.20)
8RC(VrH - VTL)

With VTH - VTL= 10 V we get 10 = hi, k = 1/80RC. Using, for example,
R = 10 kQ, 2R =20 kQ, and C = 1.25 nF gives a sensitivity k = I kHzIV. Then,
varying vlover lhe range of 10 mV to 10 V sweeps fo over the range of 10 Hz to
10 kHz.
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FIGURE 10.14

Voltage-controlled sawtooth/pulse-wave oscillator.
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-15V

FIGURE 10.13

Practical logarithmic wave shapero

single-ended current with the help of the current mirror Q3-Q4; this current is then
converted to a voltage by the op amp. The circuit is calibrated with the help of
an oscilloscope/spectrum analyzer as follows: (a) first, adjust the 25-kO pot for a
symmetrical output; (b) next, adjust the 5-kO pot for minimum output distortion;
(c) finally, adjust the 50-kO pot for thedesired output amplitude. The input attenuator,
designed for triangular waves with peak values of ±5 V, can easily be adapted to
other amplitudes. With proper calibration, the THD can be kept below 1%.

10.5
SAWTOOTH WAVE GENERATORS

A sawtooth cycle is generated by charging a capacitor at a constant rate and then
rapidly discharging it with a switch. Figure 10.24 shows a circuit utilizing this
principle. The current drive for C is provided by OA, a floating-load V-I converter. In
order for VST to be a positive ramp, i I must always flow out of the summing junction.
or vI < O. R2 and R3 establish the threshold VT = Vcc/(I + R21 R3) = 5 V.

At power tum-on (I = 0). when C is still discharged, the 311 comparator inputs
are vp = 0 V and vN = 5 V, indicating that the output BJT is in saturation and
VPULSE ;;;: -15 V. With a gate voltage this low, the n-JFET J) is in cutoff. allowing C
to charge. As soon as the ensuing ramp VST reaches VT, the comparator output BJT
goes off. allowing the 2-kO resistor to pull VPULSE to ground. This change of state
takes place in a snapping fashion because of the positive-feedback action provided
by C I. Since now VGS = 0 V, the JFET switch closes and rapidly discharges C,
bringing VST to 0 V.

The comparator is prevented from responding immediately to this change in
VST because of the charge accumulated in CI during the transition of VPULSE from
-15 V to 0 V. This one-shot action, whose duration To is proportional to RtCI, is
designed to ensure that C undergoes complete discharge. With the component values
shown, To < I /.I.S. After timing out. VPULSE returns to -15 V. turning JI off again
and allowing C to resume charging. The cycle. therefore, repeats itself.

The charging time TCH is found using Eq. (10.2) with t.1 = TCH' 1= IVIII R,
and t.v = VT. Letting 10 = I/(TCH + To), we obtain

I
10 = (10.21)

RCVT/lvl1 + To
As long as To « TCH, this simplifies to

fe -~ (10.22)
0- RCVT

indicating that 10 is linearly proportionalto the control voltage vI. With R = 90.9 kO
andC = 2.2nF,fo = klvll,k = I kHzlV. so varying VI from-IOmVto-IOVwill
sweep 10 from 10Hz to 10kHz. The circuit can also function as a current-conIrolled
oscillalor (CCO) if we drive it directly with a current sink il. Then, 10 = iIICVT.
A common application of sawtooth CCOs is found in electronic music, where the
control current is provided by an exponential V-I converter designed for a sensitivity
of I octave per volt over a IO-decade frequency range. typically from 16.3516 Hz
to 16.744 kHz.

Practical Considerations

Agood choice for OA is 1I FET-input op amp combining low inpul bias current, which
is critical at the low end of the control range. with good slew-rate performance. which
is critical at the high end. The input offset voltage is not critical in the CCO mode;

------------
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however. offset nUlling may be necessary in the YCO mode. Alsu, JI should exhibit
low leakage and low rdslon)'

The high-frequency accuracy of the oscillator is limited by the presence of T/) in
Eq. (10.21). The ensuing error can be compensated for by speeding up the capacitor
charging time to make up for the delay T/). This can be achieved by making VT
decrease with frequency, for instance, by coupling I'J, which is negative, to the
junction of Rz and R) via a suitable series resislance R4. It can be proved (see
Problem 10.31) that choosing R4 = (Rzil R3) x (RC/T/) - I) makes Jo linearly
proportional to 1vJ I. though at the price ofa slight reduction of the sawlooth amplitude
at high frequencies.

10.6
MONOLITHIC WAVEFORM GENERATORS

Also called function generaJors, these circuits are designed to provide the basic
waveforms with a minimum of external components. The heart of a waveform gen­
erator is a YCO that generates the triangUlar and square waves. Passing the triangular
wave through an on-chip wave shaper yields the sine wave. whereas configUring the
oscillator for a highly asymmetric duty cycle gives the sawtooth and pulse-train
waves. The two most frequent YCO configuralions are lhe grounded capacitor and
the emiller-coupled lypes.4 both of which are available either as stand-alone units
or as part '01' complex systems. such as phase-locked loops (PLLs). tone decoders.
V-F converters. and PWM controllers.

Grounded-Capacitor VCOS

These circuits ." •11 .. plinciple of charging and discharging a grounded
capacitor at ralc" ,'"", . ,,) I'llIgrammable current generators. With reference to
Fig. IO.25a. we note Ihat wh':l1 the switch SW is in lhe up position. C charges al a rate
sel by the currenl source i H. Once VTR reaches the upper threshold VTH. the Schmitt
trigger changes state and flips SW to the down posilion. causing C to discharge at

"T.

vrH~
VTL~ :
O-~.'

I I I I

lJ LJ L
oLLL...ll-,--TL TH

a rate set by the current sink i/.. Once VTR reaches V1/., the trigger changes state
again. flipping SW to the up position and repeating the cycle.

To allow for automatic frequency control, iHand i I. are made programmable
via an external control voltage vJ. If the magnitudes of i J. and i H are equal, the
outpul waveform will be symmetric. Conversely, if one of the currents is made much
larger than the other. VTR will approach a sawtooth.

The grounded-capacitor configuration is used in the design of temperature­
stable YCOs with operating frequencies up to tens of megahertz. PopUlar products
utilizing this configuration are lhe NE566 function generator (Signelics) and the
ICL8038 precision waveform generalor (Harris).

The ICL 8038 Waveform Generator

In Ihe circuils of Fig. 10.26, QI and Qz form two programmable current sources
whose magnitudes are sel by the external resistors RA and RB. The drive for Q I and
Qz is provided by the emitter follower Q3. which also compensates for their base­
emitter voltage drops to yield iA = vtI RA and i B = vtIRB. wilh vJ being refer­
enced to Vee as shown. While iA is fed to C directly, iBis diverted to the current mir­
ror Q4-QS-Q6 where it undergoes polarity reversal as well as amplification by 2 due
to the L'Ombined action of Qs and Q6. The result is a current sink of magnitude 2i B.

The Schmitt trigger is similar to thaI of the 555 timer. with Vn = (1/3)Vec and
VTH = (2/3) Vee. When the flip-flop output Q is high. Q7 saturates and pulls the

R,
IOHl

7

R,
40 kG
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(a)

FIGURE 10.15

Grounded-capacitor VCO.

(b)
FIGURE 1t.16

Simplified circuit diagram of the ICL8038 waveform genera"". (Courtesy of Harris Semi­
conductor.)
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hases of Q5 and Q6 low. shutting off the current sink. Consequently, C charges at
a rate set by iH = iA· Once the capacitance voltage reaches VTH. CMPI fires and
clears the flip-flop, turning Q7 off and enabling the current mirror. The net current
out of C is now iL = 2i0 - iA; as long as 2i0 > iA. this current will cause C to
discharge. Once Vn is reached. CMP2 fires and sets the flip-flop. thus repeating the
cycle. It can be shown (see Problem 10.32) that

(
Ro ) VI ( Ro )10=3 1-- D(%)=IOO 1--

2RA RACVee 2RA

With RA = Ro = R the circuit yields symmetric waveforms with 10 = kVI,
k = 1.5/RCVee. As shown in the figure. the device is also equipped with a unity­
gain buffer to isolate the waveform developed across C, a wave shaper to convert
the triangular wave to a low-dislortion sine wave. and an open-collector transistor
( Qs) to provide, with the help of an external pullup resistor. a square-wave output.

Figure 10.27 shows the wave shaperl utilized in the 8038. The circuit is known
as a breakpoint wave shaper because it uses a set of breakpoints al designated
signal levels to fit a nonlinear VTC by a piecewise linear approximation. The circuit.
designed to process triangular waves alternating between (1/3)Vee and (2/3)Vee.
uses the resistive strings shown atlhe right to establish two sets of breakpoint voltages
symmetric about the midrange value oHI/2)Vee. These voltages are then buffered
by the even-numbered emitter-follower BJTs. The circuit works as follows.

For VI near (1/2)Vee. all odd-numbered BJTs are off. giving vo = VI. Con­
sequently, the initial slope of the VTC is 00= {J"VO/{J"VI = I V/V. As VI is in­
creased to the first breakpoint. the common-base BJT Q1 goes on and loads down
the source. changing the VTC slope from 00 to 01 = 10/(1 + 10) =0.909 V/V.
Further increasing vI 10 the second breakpoint turns Q3 on, changing the slope
1002=(10112.7)/[1 + (10112.7)] = 0.680 V/V. The process is repeated for the
remaining breakpoints above (1/2) Vee as well for the corresponding breakpoints
below (1/2)Vee. By progressively reducing the slope as VI moves away from its
midrange value. the circuit approximates a sinusoidal VTC with THD levels around
I% or less. We observe that the even- and odd-numbered BJTs associated with each
breakpoint are complementary to each other. This results in a first-order cancella­
tion of the corresponding base-emitter voltage drops. yielding more predictable and
stable breakpoints.

Basic 8038 ApplicationsS

In the basic connection of Fig. 10.28 the control voltage vI is derived from Vee via
the internal voltage divider RI and R2 (see Fig. 10.26), so VI = (I/5)Vee.lnserting
into Eq. (10.23) gives

10 = ~: D(%) = 50% (10.24)

indicating that 10 is independent of Vee. a desirable feature as we know. By proper
choice ofRand C,the circuit can be made to oscillate at any frequency from 0.001 Hz
to I MHz. The thermal drift of Io is typically 50 ppmf'c. For optimum performance,
confine iA and iB within the I-ItA to I-rnA range.
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FIGURE .8.27
Breakpoint wave shapero (Courtesy of Harris Semiconductor.)
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FIGURE 19.18
Basic ICL8038 connection for fixed­
frequency, 50% duty cycle operalion.
(Counesy of Harris Semiconductor.)

482

CHAPTER 10

Signal Generators

For perfect symmetry it is crucial that i Land i H be exactly in a 2: I ratio.
By adjusling RSYM one can keep the distortion level of the sine wave near 1%.
Connecting a lOO-Hl pot between pins 12 and II allows one to control the degree
of balance 'of the wave shaper to funher reduce the THO.

As mentioned, the square-wave output is of the open-collector type. so a pullup
resistor Rp is needed. The peak-to-peak amplitudes of the square, triangular. and sine
waves are Vee. 0.33Vee. and 0.22Vee. respectively. All three waves are centered
at Vec/2. Powering the 8038 from split supplies makes the waves symmetric about
ground.

FlGUR.: 10.19
The ICL8038 as a linear voltage-controlled oscillator. (Counesy of Harris Semiconductor.)

adjust R) for the desired full-scale frequency IFs; (b) with v / = 10.0 mV, adjust
R4 for II! = IFs{103; hence, adjust R3 for D(%) = 50%; repeat the adjustment of
R4, if necessary; (e) with v / = I V. adjust R5 for minimum THO.

Emitter-Coupled VCOS

EXAMPLE 19.6. Assuming Vee = 15 V in the circuit of Fig. 10.28. specify suilable
components for 10 = 10 kHz.

SoIuUon. Impose i. = is =100 /lA, which is well within the recommended range.
Then. R = (l5{5){0.1 = 30 H2, and C = 0.3{(1O x HP x 30 x 10') = I nF. Use
Rp = 10 H2, and use RSYM = 5 kG to allow for a ±20% symmelry adjustment. Then,
recalculale R as 30 - 5{2 = 27.5 kG (use 27.4 kG). To calibrate Ihe circuil, adjust RSYM

so t1ialthe square wave has D(%) = 50%, and RTHO untillhe THO of Ihe sine waye is
minimized.

•
Varying the voltage of pin 8 provides automatic frequency sweeps. The fact that

the control voltage must be referenced to the Vee rail is annoying in certain appli­
cations. This can be avoided by powering the 8038 between ground and a negative
supply. as in Fig. 10.29. Also shown in the diagram is an op amp that converts the
control voltage v/ to a current i/. which then splits evenly between QI and Q2'
This scheme also eliminates any errors stemming from imperfect cancellation of the
base-emitter voltage drops of Q3 and the Q)-Q2 pair. For accurate V-I conversion.
the input offset voltage of the op amp must be nulled. The circuit shown is designed
to give i/ = vil(5 kO) over a 1000:1 range, and is calibrated as follows: (0) with
v/ = 10.0 V and the wiper of R3 set in the middle, adjust R2 for 0(%)= 50%; hence.

These VCOs use a pair of cross-coupled Darlington stages and an emitter-coupling
timing capacitor, as shown4 in Fig. 10.300. The two stages are biased with matched
emitter currents. and their collector swings are constrdined to iust one diode
voltage drop by clamps D I and D2.

The cross-coupling between the two stages ensures that either Q 1- DI or Q2- D2
(but not both) are conducting at any given time. This bistable behavior is similar
to cross-coupled inverters in flip-flop realizations. Unlike flip-flops, however. the
capacitive coupling between the emitters causes the circuit to alternate between
its two states in astable-multivibrator fashion. During any half cycle. the capacitor
plate connected to the stage that is on remains at a constant potential. while the plate
connected to the stage that is off ramps downward at a rdte set by i /. As the ramp
approaches the emitter conduction threshold of the corresponding BJT. the latter
goes on, forcing the other BJT to go off because of the positive-feedback aClion
stemming from cross-coupling. Thus. C is alternately charged and discharged at a
rate set by i/.

Circuil operalion is better visualized by tracing through the waveforms of
Fig. 10.30b. Note that the emitter waveforms are identical except for a half-cycle de­
lay. Feeding them to a high input-impedance difference amplifier yields a symmetric
triangular wave with a peak-to-peak amplitude of two base-emitter voltage drops.
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FIGURE 10.30
Emitter-coupled VCO.

FIGURE 1'.31
Basic XR-2206 connection for low-distortion sine wave generation. (Courtesy of Exar.)

The frequency of oscillation is found via Eq. (10.2) with 6t =T12 and 6v = 2VBE.
Letting fo = II T gives

(10.25)

indicating the CCO capability of the circuit.
The emitter-coupled oscillator enjoys a number of advantages: (a) it is sim­

ple and symmetric. (b) it lends itself to automatic frequency control. and (c) it is
inherently capable of high-frequency operation since it consists of nonsaturating
npn-BJTs. In its basic form of Fig. 10.300. however, it suffers from a major draw­
back, namely, the thermal drift of VBE, which is typically -2 mVf'c. There are
~arious methods4 of stabilizing fo with temperature. One method makes i I propor­
tlOnalto VBE to render their ratio temperature-independent. Popular devices utilizing
th,s technoque are the PLLs of the NE560 (Signetics) and XR-210/15 (Exar) types.
Other methods modify the basic circuilto eliminate the VBE term altogether. Though
the increased circuit complexity lowers the upper end of the usable frequency range,
th~se methods achieve thermal drifts as low as 20 ppmf'c. Popular products using
thIS approach are the XR-2206107 monolithic function generators (Exar) and the
AD537 V-F converter (Analog Devices).

The XR·2206 Function Generator

This device uses an emitter-coupled CCO to generate the triangular and ~uare

waves, and a logarithmic wave shaper to convert the triangle to the sine wave. The
ceo parameters are designed so that when the circuit is connected in the basic

configuration of Fig. 10.31, the frequency of oscillation is

I
fo = RC (10.26)

The operating frequency range is from om Hz to more than I MHz, with a typical
thermal stability of 20 ppmf'C. The recommended range for R is from \ kO to
2 MO, and the optimum range is 4 kO to 200 kO. Varying R with a pot. as shown,
allows for a 2000: I sweep of fo. Symmetry and distortion adjustments lire provided,
respectively, by RSYM and RTHD. With proper calibration the circuit can achieve
THD;;:0.5%.

The amplitude and offset of the sine wave are set by the resistive network
external to pin 3. Denoting the equivalent resistance seen by this pin as R3. the
peak amplitude is approximately 60 mV for every kilohm of R3. For instance,
with the wiper of R2 set in the middle, the peak amplitude of the sine wave is
[ZS + (5.1115.\)] x (60 mV);;: 1.65 V. The sine wave offset is the same as the dc
voltage established by the external network. With the components shown. this is
Vcc/ 2.

Open circuiting pins 13 and 14 disables the rounding action by the wave shaper
so that the output waveform becomes triangular. Its offset is the same as that of
the sine wave; however, its peak amplitude is approximately twice as large. The
square-wave output is of the open-collector type, hence, a pullup resistor is required.

Figure 10.32 shows another widely used 2206 configuration, which exploilS
the device's ability to operate with two separate timing resistances Rt and R2. With
control pin 9 open-circuited or driven high. only RI is active and the circuit oscillates
at fl = II RIC; similarly, with pin 9 driven low, only R2 is active and the circuit
oscillates at h = IIR2C. Thus, frequency can be keyed between two levels, often
referred to as mark and space frequencies. whose values are Set independently by
RI and R2. Frequency "'lift keying (FSK) is a widely used method of transmitting



Wide-Sweep Multlvlbrator VFCs

These circuits are essentially voltage-controlled astable multivibrators designed with
YFC performance specifications in mind. The multivibrator is usually a temperature­
stabilized version of the basic CCO concept of Fig. 10.30. A popular product7 in
this category is the AD537 (Analog Devices) shown in Fig. 10.33. The op amp
and QI form a buffer V-I converter that converts vI to the current drive j I for
the CCO according to i I = v I / R. The CCO parameters have been chosen so that
fo = it/IOC, or

This relationship holds fairly accurately over a dynamic range of at least four de­
cades, up to a full-scale current of I rnA and a full-scale frequency of 100 kHz. For
instance, with C = I nF, R = 10 kO and Vee = 15 Y, varying VI from I mY to
10 Y varies j I from 0.1 iJ-A to I rnA and f 0 from 10 Hz to 100kHz. To minimize
the V-I conversion error at the low end of the range, the op amp input offset error
is nulled internally via Ros. With a capacitor of suitable quality (polystyrene or
NPO ceramic for low thermal drift and low dielectric absorption), the linearity error
ratings are 0.1 % typical for f 0 ~ 10kHz, 0.15% typical for f 0 ~ 100kHz.

Though the figure shows the connection for vI > 0, we can easily configure
the device for vI < 0 by grounding the noninverting input of the op amp, lifting the
left terminal of R off ground, and applying vI there. The device can also function
as a current-to-frequency converter (CFC) if we make the control current flow out
of the inverting input node. For instance, grounding pin 5 and replacing R by a
photodeteetor diode current sink will convert light intensity to frequency.

The AD537 also includes an on-chip precision voltage reference to stabilize the
CCO scale factor. This yields a typical thermal stability of 30 ppm/cC. To further
enhance the versatility of the device, two nodes of the reference circuitry are made
available to the user, namely, VR and Vr. Voltage VR is a stable 1.00-Y voltage
reference. Obtaining vI from pin 7 in Fill' 10.33 yields f 0 = 1/ IORC, and if R is
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FIGURE 10.31
Sinusoidal FSK generalor. (Courtesy of Exar.)
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data over telecommunication links. If the FSK control signal is obtained from the
square-wave output, RI and R2 will be active on alternate half-cycles of oscillation.
This feature can be exploited to configure the 2206 as a sawtooth/pulse generator.

The function of a voltage-to-frequency converter (YFC) is to accept an analog input
v I and generate a pulse train with frequency
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fo = kvl (10.27)

where k is the VFC sensitivity, in hertz per volt. As such, the VFC provides a simple
form ofanalog-to-digital conversion. The primary reason for this type ofconversion
is that a pulse train can be transmitted and decoded much more accurately than
an analog signal, especially if the transmission path is long and noisy. If electrical
isolation is also desired. it can be accomplished without loss of accuracy using
inexpensive optocouplers or !tulse transformers. Moreover, combining a YFC with
a binary counter and digital readout provides a low-cost digital voltmeter.6

YFCs usually have more stringent performance specifications than YCOs. Typ­
ical requirements are (a) wide dynamic range (four decades or more), (b) the ability
to operate to relatively high frequencies (hundreds of kilohertz, or higher), (c) low
linearity error (less than 0.1 % deviation from the straight line going from zero to the
full scale), (d) high scale-factor accuracy and stability with temperature and supply
voltage. The output waveform, on the other hand, is of secondary concern as long as
ilS levels are compatible with standard logic signals. YFCs fall into two categories:
wide-sweep multivibmtors and charge-balancing VFCs.4

~----~fo~

FIGURE 1'.33

"The AD537 voltage-to-frequency converter. (Courtesy of Analog Devices.)
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a resistive transducer, such as a photoresistor or a thermistor, it will convert light or
temperature to frequency.

Voltage VT is a voltage linearly proportional 10 absolute temperature T as VT =
(I mV/K)T. For instance, at T =25°C =273.2 K we have VT =298.2 mY. Ifvl
is derived from pin 6 in Fig. 10.33, then fo = T/(RC x 104K), indicating that the
circuit converts absolute temperature to frequency. For instance, with R = 10 kn
and C = I nF, the sensitivity is 10 HzIK. Other temperature scales, such as Celsius
and Fahrenheit, can be accommodated by suitably offsetting the input range with
the help of YR.

modulation. With the parameter values shown, the current drawn by the AD537
alternates between about 1.2 rnA during the half-cycle in which Q2 is off, and
1.2 + (5 - VE83(sa,) - VCE2(sal)II R p ~ 1.2 + (5 - 0.8 - 0.1)/1 =5.3 rnA during
the half-cycle in which Q2 is on. This current difference is sensed by Q3 as a voltage
drop across the 120-n resistance. This drop is designed to be low enough to keep
Q3 in cutoff when the current is 1.2 rnA, yet large enough to drive Q3 in saturation
when the current is 5.3 rnA. Consequently, Q3 reconstructs a 5-V square wave at
the receiving end. The ripple of about 0.5 V appearing across the 120-n resistance
does not affect the performance of the AD537, thanks to its high PSRR.
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EXAMPLE 10.7. In the circuit of Fig. 10.34 specify suitable components to yield
Celsius-to-frequency conversion with a sensitivity of 10 Hl1"C; then outline the cal­
ibration procedure. Charge-Balancing VFCs ..
Solution. For T = O°C = 273.2 K we have IIr = 0.2732 V and we want fo = O.
Thus, R, must develop a 0.2732-V drop. Imposing 0.2732/ R, = (1.00 - 0.2732)/R,
yields R, = 2.66R,. For a sensitivity of 10 Hl1"C we want 10 = 1/llrRC, where
R = R, + (R,II R,) is the effective resistance seen by Q,. Let C = 3.9 nF; then
R = 2.564 kO. Let R, = 2.74 kO; then R, = 2.66 x 2.74 = 7.29 kO (use 6.34 kO
in series with a 2-kO pot). Finally, R, = 2.564 - (2.74117.29) = 572 0 (use 324 0 in
series with a 500-0 pot).

To calibrate, place the IC in a 0 "C environment and adjust R, so that the circuit
is barely oscillating, say. fo ~ I Hz. Then move the IC to a 100"C environment and
adjust R, for fo = 1.0 kHz.

..

The charge-balancing techniqueS supplies a capacitor with continuous charge at a
rate that is linearly proportional to the input voltage vI, while simultaneously pulling
discrete charge packets out of the capacitor at a rate f 0 such that the net charge flow
is always zero. The result is fo = kVI. Figure 10.35 illustrates the principle using
the VFC32 V-F converter (Burr-Brown).

OA converts vI to a current j I = v1/R flowing into the summing junction; the
value of R is chosen such that we always have j I < 1 rnA. With SWopen, j I flows
into Ct and causes VI to ramp downward. As soon as VI reaches 0 V, CMP fires
and triggers a precision one-shot that closes SW and turns on QI for a time interval

Figure 10.34 shows another useful feature of the AD537, namely, the ability
to transmit information over a twisted pair. This pair serves the dual purpose of
supplying power to the device and carrying frequency data in the form of current

Vee

5V

12011ceo

AD537

Precision
voltage
reference

GND
(b)

FIGURE 10.34
AD53? application as a temperature-tn-frequency converter with two-wire transmission.
(Courtesy of Analog Devices.)

FIGURE 10.35
The VFC32 vollage-to-frequency converter. (Courtesy of Burr-Brown.)
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(10.32)

(10.33)

n

(b)

h

lliuL,

IOne-shol

n n
"0r __-..r-_

va =kfJ

va = 7.5RCfJ

IHIl '---11---'"

(0)

680pF

~f 1---<-:~2-k-Il-+--:_-_-_-_-..J..-1'T'h"TL__---.J~

FIGURE .1.36

VFC connection for frequency-to-yoltage conversion, and corresponding wavef~: I J •

(Courtesy of Burr-Brown.) f/ .,c'

\' i; I 0 L I 0
\',

The value of C is determined on the basis of a maximum duty cycle of 25%, as

R

15V

Frequency-to-Voltage Conversion

Thefrequency-to-voltage converter (FVC) performs the inverse operation, namely,
it accepts a periodic waveform of frequency fJ and yields an analog output voltage

where k is the FVC sensitivity, in volts per hertz. FVCs find application as tachome­
ters in motor speed control and rotational measurements. Moreover, they are used
in conjunction with VFCs to convert the transmitted pulse train back to an analog
voltage.

A charge-balancing VFC can easily be configured as an FVC by applying the
periodic input to the comparator and deriving the output from the op amp, which now
has the resistance R in the feedback path (see Fig. 10.36). The input signal usually
requires proper conditioning to produce a voltage with reliable zero-crossings for
CMP. Shown in the figure is a high-pass network to accommodate inputs of the
TTL and CMOS type. On each negative spike of VI, CMP triggers the one-shot,
closing SW and pulling I rnA out of C I for a duration TH as given in Eq. (10.29).
In response to this train of current pulses, va builds up until the current pUlled out
of the summing junction of OA in I-rnA packets is exactly counterbalanced by that
injected by va via R continuously, or fJ x 10-3 x TH = voiR. Solving for 1'0
and using Eq. (10.29) gives

(10.29)

(10.30)

(10.31)

1'/

fa = 7.5RC

TH= 7.5V C
I rnA

D(%) = 100 1'/
Rx I rnA

The closure of SW causes a net current of magnitude (I rnA - i / ) to flow out
of the summing junction of OA. Consequently, during TH, v I ramps upward by an
amount t.VI = (I rnA - i/)THICI. After the one-shot times out, SW is opened
and v I resumes ramping downward at a rate again set by i /. The time h it takes
for VI to return to zero is such that TL = Clt.vl/i/. Eliminating t.VI and letting
fa = I/(h + TH) gives, with the help ofEq. (10.29),

where fa is in hertz, 1'/ in volts, R in ohms, and C in farads. As desired, fa is
linearly proportional to 1'/. Moreover, the duty cycle D(%) = 100 x TH I(TH +Td
is readily found to be

EXAMPLE 10.8. In Ihe circuit of Fig. 10.35 specify componenls so thaI a full-scale
inpulof 10 V yields a full-scale outpul of 100 kHz. The circuil is 10 have provisions for
offsel voltage nulling as well as full-scale adjuslment.

Solution. We have T = I/IOS = 10 I-'S. For 0(%)""" = 25% use Tn = 2.5 I-'s.
By Eq. (10.29), C = 2.5 X 10-6 x 10-3/7.5 = 333 pF (use a 330-pF NPO capacilor
with 1% lolerance). By Eq. (10.30), R = 10/(7.5 x 330 x 10- 12 x lOS) = 40.4 kO
(use a 34.8-kO, 1% metal-film resislor in series with a 100kO cermet pol for full-scale
adjuslment). Imposing ll.VI(nw<) = 2.5 V yields C, = (10-3 x 2.5 x 10-6)/2.5 =I nF.

To null the input offset voltage ofOA, use the scheme ofFig. 5.19b wilh R. = 620,
R. = 150 kO, and Rc = 100 kO. The calibration is similar to that of Example 10.7.

TH set by C. The one-shot, whose details have been omiued for simplicity, uses a
threshold of 7.5 V and a charging current of I rnA to give

and it is also proportional to v/. For best linearity, the data sheets recommend
designing' for a maximum duty cycle of 25%, which corresponds to i /(lIIJlx) =
0.25 rnA.

The absence of C I from the above equations indicates that the tolerance and
drift of this capacitor are not critical, so its value can be chosen arbitr'drily. However,
for optimum performance, the data sheets recommend using the value of C I that
yields t.VI ~ 2.5 V. C, on the other hand, does appear in Eq. (10.30), so it must
be a low-drift type, such as NPO ceramic. If C and R have equal but opposing
thermal coefficients, the overall drift can be reduced to as little as 20 ppml"C.
For accurate operation to low values of v /, the input offset voltage of OA must be
nulled.

The VFC32 offers a 6-decade dynamic range with typical linearity errors of
0.005%, 0.025%, and 0.05% of full-scale reading for full-scale frequencies of
10 kHz, 100 kHz, and 500 kHz, respectively. Though Fig. 10.35 shows the con­
nection for 1'/ > 0, the circuit is readily configured for 1'/ < 0 or for current-input
operation in a manner similar to the AD537 discussed above.
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stability now requires (R2IR,)(1 + R3IRp) = R,lRp + CpIC,. (b) Verify that if
we let R21R, = CpIC.. this condition simplifies to R3 = (R,IR2)R,. (e) Assuming
sufficiently fast JFET-input of amps in the design shown, find the range of variability
of fo.
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FIGURE 18.37

Transmission of analog information in isolated form.

discussed earlier, while R now establishes the full-scale value of vo. As in the
VFC case, the input offset voltage of OA should be nulled to avoid degrading the
conversion accuracy at the low end of the range.

Between consecutive closures of SW, R will cause C I to discharge somewhat,
resulting in output ripple. This can be objectionable, especially attbe low end of the
conversion range where the ripple-to-signal ratio is the worst. The maximum ripple
is Vr(max) = (I mA)TH/CI. Using Eq. (10.29), we get

C
Vr(max) = -7.5 V (10.34)

CI

indicating that the ripple can be reduced by making C I suitably large. Too large a
capacitance. however. slows down the response to a rapid change in Ii since this
response is governed by the time constant r = RCI. The optimum value of C I is,
therefore, a compromise between the two opposing demands.

Figure 10.37 shows, in block diagram form, a typical VFC-FVC arrangement
for transmitting analog information in isolated form. Here v I is usually a transducer
signal that has been amplified by an instrumentation amplifier. The VFC converts
v I to a train of current pulses for the LED, the phototransistor reconstructs the pulse
train at the receiving end, and the FVC converts frequency back to an analog signal
vo. The example shown utilizes an opto-isolator; however, other forms of isolated
coupling are possible, such as fiber optic links, pulse transformers, and RF links.

PROBLEMS

10.1 Sine wave generaton

10.1 Show that for arbitrary component values in its positive-feedback network, the Wien­
bridge circuit of Fig. 10.2a gives BUfo) = 1/(1 + R,lRp + CpIC,) and fo =
1/21< J R" RpC,Cp' where Rp and Cp are the parallel and R, and C, the series ele­
ments. Hence, verify that neutral stability requires R,jR, = R,jRp+ CpIC,.

10.2 Disregarding the limiter in Fig. 1O.3a, obtain expressions for T(s) for the cases in
which the feedback resistance is 22.1 kn. 20.0 kn, and 18.1 kn. Then, find the pole
locations for each of the three cases.

10.3 Problem 10.1 indicates that the frequency ofa Wien-bridge oscillator can be varied by
varying, for instance. Rp. However. to maintain neutral stability. we must also vary Rs

in such a way as to keep the ratio R, I Rp constanl. This awkward constraint is avoided
by the circuit' of Fig. PIO.3. (a) Show tbat fo is still as in Problem 10.1, but neutral

C, R,
r---.--.-------..-l

FIGURE PIO.3

10,4 In the quadrature oscillator of Fig. 10.6 specify suitable components for fo = 10 kHz
and Vom = 5 V. Hence, assuming IN4148 diodes and 741 op amps, verify with PSpice.

10.5 In the quadralure oscillator of Fig. 10.6 let the variable resistance be adjusted to
R( I - E), E « I. Show that at power tum-on the poles are located in the right half of
thesplaneals = (E/4±j)/RC.

10.6 (a) Assuming R, =20kn. R2 = IOkn, C, =20nF,and C2 = IOnFhtthelow-pass
KRC filter of Fig. 3.23, show a design to tum it into a sine wave oScillator without
changing the values or the topology of the elements given here. (b) Find fo.

10.2 Multlvlb..ton

10.7 In the circuit of Fig. 1O.7a let R = 330 kn, C = I nF. R, = 10 kn, R2 = 20 kn.
Assuming ± 15-V supplies. find fo and 0(%) if a third resistance R3 = 30 kn is
connected between the noninverting-input pin of the 301 and the -15-V supply.

10.8 In tbe circuits of Fig. 1O.7a let R, = R2 = 10 kn. and suppose a control source v, is
connected to the noninverting input of the comp...tor via a Io-kn series resistance.
Sketch the modified circuit. and show that it allows for automatic duty-cycle control.
What are the expressions for 0(%) and fo in terms of v,? What is the permissible
range for vt?

10.9 In the circuits of Fig. 10.9a and Fig. 10.12a specify suitable components for fo =
100kHz. The circuits must have provision for the exact adjustment of fo.

10.10 (a) Using a 339 comparator. design a single-supply astable multivibrator with fo =
10 kHz and D(%) = 60%. (b) Repeat (a). but with D(%) =40%.

10.11 The inverters of Fig. 10.12 have the following threshold ratings at Voo = 5 V:
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Vr = 2.5 V typical, 1.1 V minimum, and 4,0 V maximum. (a) Specify suitable com­
pooents for fo = 100 kHz typical. (h) Find the percentage spread of fo due to lhe spread
of Vr.

10.12 Compared to the two-gate oscillator of Fig. HUla, the three-gate counterpart of
Fig. P10.12 is always guaranteed to start. Assuming Vr = 0.5 VOl>, sketch the timing
waveforms and derive an expression for li •.

FIGURE PIO,n

10.13 If in Fig. PI O. 12 we remove the capacitor and replace each resistor with a wire, Ihe
resulting circuit is called a ring oscillator and is often used to measure the propagation
delays of logic gates. (a) Sketch Ihe vol!ages al the gate outputs versus time; then
derive a relationship between the average gate propagation delay Ip and the frequency
of oscillation fo. (h) Can this technique be extended 10 four gates within the loop?
Explain.

10,14 Assuming the threshold spread specifications of Problem 10. II, find suitable compo­
nents for T = 10 J.Ls (typical) in the one-shot of Fig. 10. 14a; then find the percentage
spread ofT.

10.15 Design a one-shot using two CMOS NAND gates. Next, explain how it works, show
its waveforms. and derive an expression for T. (Reeallthatthe output of a NAND gate
goes low only when both inputs are high.)

10.16 Consider the circuit obtained from the one-shOl of Fig. 1O.14a by connecting the
output of G to the input of I direclly. inserting a resistance R between tht lower input
of G and ground, and returning the output of I to the lower input of G via a series
capacitance C. Draw the modified circuit; then, sketch and label its waveforms, and
~nd T if R = 100 kO, C = 220 pF, and Vr = 0.4Voo.

18.3 Moaolltblc Umers
•

10.17 Let the 555 astable multivibrator of Fig. 10.100 be mndified as follows: R. is shorted
out. and the wire connecting the bottom nnde of R. to pin 7 is cut to allow for the
insertion of a series resistance Re . (a) Sketch the mndified circuit and show that
choosing Re = R. /2.362 gives D(%) = 50%. (h) Specify suitable components for
fo = 10 kHz and D(%) = 50%.

10.18 (a) Verify that if the THRESHOLD and TRIGGER terminals of the TLC555 CMOS
timer are tied together 10 form a common input. then the device forms an inverting
Schmilt trigger with VlL = (I/3)Voo, VrH = (2/3)Voo, VOL =OV,and VOH = Voo,
where Voo is the supply voltage. (h) Using just one resistor and one capacitor, con-

figure the device as a IQO-kHz free-running muhivibrawr, and verify that its duty cycle
is 50%.

10.19 Design a 555 one-shot whose pulse width Can be varied anywhere from I ms to I s by
means of a I-MO pol.

10.20 A 1O-J.Ls 555 one-shot is powered from Vee = 15 V. What voltage must be applied
to the CONTROL input to stretch T from 10 J.LS to 20 J.Ls'! To shrink T from 10 J.Ls to
5 J.Ls?

10.21 Using a 555 timer powered from Vee = 5 V, design a voltage-controlled astable mul­
tivibrator whose frequency of oscillation is fo = 10 kHz when Vr/l = (2/3)Vee. but
can be varied over the range 5 kHz ~ fo ~ 20 kHz by externally varying Vr H. What
are the values of VrH and D(%) corresponding to the extremes of the above frequency
range?

10.22 In the circuit of Fig. 10.18 specify suitable components and output interconnections
for T = I sand Tu = 3 min.

lOA TrIangular ..ave generators

10.23 In the circuit of Fig. 1O.19a let the noninverting input of OA be lifted off ground
and returned to a +3-V source. Draw the modified circuit; then. sketch and label its
waveforms and find Ji.and D(%) if H = 30kO.C = I nF. H, = IOkO. R, = 13kO,
R, = 2.2 kO. and Ds is a 5.I-V reterence diode.

10.24 In the circuit of Fig. 10.1% let H, = H, = H = 10 kO, R, = 3.3 kO, V,}(..., = 0.7 V.
VZ5 = 3.6 V, and suppose a control soun..'e V, is connected to Ihe inverting input of
OA via a 10-kO series resistance. Sketch the modified circuit. and show that it allows
for automatic duty-cycle control. What are the expressions for D(%) and fo in terms
of v/' What is the p:rll1j:-,~ibk ..angl' for VI?

10.25 In the circuit of Fig. 10.20.. speCify 'suitable components so that both waves have
peak amplitudes of 5 V and hand TH are independently adjustable from 50 J.LS to
50ms.

10.26 Using a CMOS up amp connected as a Deboo integmtnr, and a CMOS 555 timer
conneeted as a Schmitt trigger in the manner of Problem 10.18, design a single­
supply triangular wave generator. Then, show its waveforms and derive an expression
for fo .

10.27 The effeet of component tolerances in the VCO of Fig. 10.21 a can be compensated
for by inserting a variable resistance Rs in series between the control source V I and
the rest of the circuit, and suitably deereasing the nominal value of C to allow for the
adjustment of k in both directions. Design a VCO with k = I kHzIV. k adjustable over
a range of ±25%.

10.28 Shown in Fig. PIO.28 is annther popular VCO. Sketch and label its waveforms, and
find an expression for fo in terms of •. I.
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10.36 (a) Using the AD537 VFC, design a circuit that accepts a voltage in the range -10 V <
vS < 10 V and converts it to a frequency in the range 0 Hz < f 0 < 20 kHz. The
circuit is to be powered from ± 15-V poorly regulated supplies. (b) Repeat, but forthe
case of an input 4 rnA < is < 20 rnA and an output range 0 < fo < 100 kHz.

10.7 V·" aDd "·V cnverten

10.35 Assuming Vee = 15 V. design an XR-2206 sawtooth generator with fo = 1 kHz,
D(%) = 99%, and sawtooth peaks of 5 V and 10 V.

10.34 Specify C for a 20-kHz full-scale frequency in the VCO of Fig. 10.29.

3.6 kl1

cR20 kl12Okl1496
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FIGURE PIO.la

10.29 Design a wave shaper circuit that accepts the triangular output ofthe VCOofFig. 10.21
and converts it to a sine wave of variable amplitude and offset. Amplitude and offset
must be separately adjustahle over the ranges 0 to 5 V and -5 V to +5 V, respectively.

10.37 Repeat Example 10.7, but for the Fahrenheit scale. ..
10.38 The circuit of Fig. PIO.38 allows for the VFC32to work with bipolar inputs. (a) An­

alyze the circuit for buth vI > 0 and v/ < 0, and find a condition for the ",-sistances
that will ensure fo = klv/I. (b) Specify suitable components for a VFC sensitivity of
10 kHzIV.

10.30 Figure P10.30 shows a crude triangular-to-sine wave converter. R, and Rz are found
by imposing that VSlNE and VTR/O +,Rz/R,) have (a) identical slopes at the zero­
crossings,and (b) peak values equal to Vo(OO)' Assuming VD(o.) =0.7 V atlo = I rnA.
find R, and Rz if VTR has peak values of ±5 V; then use PSpice to plot "TR and vSINE

versus time.

R,
~-JI1'--.--~.---.....-o VSlNE

D,

fo

FIGURE PIO.30
FIGURE PIO.31

10.S Sawtooth wave Renerators

10.31 (a) Show that c(mnccling a resistance R4 between the source viand the inverting-input
pin of the 311 io Fig. 1O.24a gives Vr = Vr. -klv/I, Vr. = Vee/II + Rz/(R,II R.H,
k = II! 1+ R./( Rzil R,) I. (b) Verify thatleUing R. = (Rzil R,)(RCj To - I) gets nd
oftbe To term in Eq. ()O.2 I) and gives fo = Iv,J/ReVro . (c) Assuming To ~ 0.751-'s,
specify suitable components for a sensitivity of2 kH1N and a low-frequency sawtooth
amplitude of 5 V. Your circuit is to be compensated against the error due to To.

to.6 Monolithk waveronn generators

10.39 Specify suitable component values so that the FVC of Fig. 10.36 yields a full-scale
output of 10 V for a full-scale input of 100 kHz with a maximum ripple of 10 mY.
Then, estimate how long it takes for the output 10 seule within 0.1 % of the final value
for a full-scale change in f,.

10.40 Using a 4N28 optocoupler, design an external resistive network to provide an opto­
coupled link between the VFC of Example 10.8 and the FVC of Problem 10.39. The
transistor ofthe 4N28 gives le(m;.' = I rnA with a diode forwardcurrenllo = 10 rnA.
Assume ± 15-V supplies.

10.32 Derive Eq. (10.23).

10.33 Assuming Vee = 15 V. design an ICLS038 sawtooth generator with fo = I kHz
and 0(%) = 99%. The circuit must have provision for frequency adjustment over a
±20% range.
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VOLTAGE REFERENCES AND REGULATORS

11.1 Perfonnance Specifications
11.2 Voltage References
11.3 Voltage-Reference Applications
11.4 Linear Regulators
11.5 Linear-Regulator Applications
11.6 Switching Regulators
11.7 Monolithic Switching Regulators

Problems
References

The function of a voltage reference/regulator is to provide a stable dc voltage Vo
starting from a less stable power source VI, The general setup is depicted in Fig. 11.1.

In the case of a regulator, VI is usually a poorly specified voltage, such as the
crudely filtered output of a transfonner and diode rectilier. The regulated output
Vo is then used to power other circuits, collectively referred to as the load and
characterized by the current 10 that the load draws from the regulator.

In the case of a voltage reference, VI is already regulated to some degree,
so the function of the reference is to produce an even more stable voltage Vo to
serve as a standard for other circuits. The role of a reference is similar to that of a
tuning fork for a musical ensemble. For example, the full-scale accuracy of a digital
multimeter is set by an internal voltage reference ofsuitable quality. Similarly, power
supplies; A-D, D-A, V-F, and F-V converters; transducer circuits; VCOs; log/antilog
amplifiers; and a variety of other circuits and systems require some kind of reference
standard, or yardStick, to function with the desired degree of accuracy. The primary
requirements of a voltage reference are thus accuracy and stability. Typical stability
requirements are on the orderof 100 ppmJOC (parts per million per degree Celsius) or
better, To minimize errors due to self-heating, voltage references come with modest
output-current capabilities. usually on the order of a few milliamperes.
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Line and Load Regulation

where L'i Vo is the output change resulting from a change L'i V, at the input. Line
regulation is expressed in millivolts or microvolts per volt, depending on the case.
An alternative definition is

with the units being percent per volt. As you consult the catalogs, you will find that
both forms are in use.

A related parameter is the ripple rejection ratio (RRR), expressed in decibels as
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(11.2)

(1I.3a)

(11.10)

(I I.lb)

Vri
RRR,tB = 2010g lo ­

Vro

L
' ,L'iVo
me regulatIon = --

L'i~

L'iVo
Load regulation = -­

Mo

. . L'iVo/Vo
Lme regulatIOn (%) = loo-:=,,:-~

L'iV,

Both voltage references and voltage regulators should behave like ideal voltage
sources. delivering a prescribed voltage regardles!Mlf the load current. The i-v char­
acteristic ofsuch a device is a vertical line positioned at v = Vo. A practical reference
or regulator exhibits a nonzero output impedance whose effect is a slight dependence
of Vo on 10, This dependence is expressed via the load regulation, in millivolts per
milliampere or per ampere, depending on the output current capabilities, The alter­
native definition

where Vro is the output ripple resulting from a ripple Vri at the input. 'The RRR is
used especially in connection with voltage regulators to provide an indication of the
amount of ripple (usually 120-Hz ripple) feeding through to the output.

Load regulation gives a measure ofthe circuit's ability to maintain the prescribed
output voltage under varying load conditions, or

Une regulation, also called input, or supply regulation, gives a measure ofthe circuit's
ability to maintain the prescribed output under varying input conditions. In the case of
voltage references, the input is typically an unregulated voltage or, at best, a regulated
voltage of lower quality than the reference itself. In the case of voltage regulators,
the input is usually derived from the 6O-Hz line via a step-down transformer, a
diode-bridge rectifier, and a capacitor filter and is afflicted by significant ripple.
With reference to the symbolism of Fig, 11.1, we define

Traditionally, the standard of voltages has been the Weston cell, an electrochem­
ical device that, at 20 nc, yields a reproducible voltage of 1.018636 V with a thermal
coefficient of 40 ppm/DC. Solid-state references are now available with far better
stability. Even though semiconductor devices are strongly affected by temperature,
clever compensating techniques have been devised to achieve thermal coefficients
below I ppmfOC! These techniques are also exploited in the synthesis of voltages or
currents with predictable thermal coefficients for use in temperature-sensing appli­
cations. This forms the basis of a variety of monolithic temperature transducers and
signal conditioners.

The performance parameters of voltage regulators are similar to those of voltage
references, except that the requirementi are less stringent and the output current
capabilities are much higher. Depending on the regulator type, the output current
rating may range from as low as 100 rnA to 10 A or higher.

In this chapter we discuss two popular categories, namely, linear regulators and
.•witching regulator,•. Linear regulators control Vo by continuously adjusting a power
transistor connected in series between V, and Vo. The simplicity of this scheme
comes at the price of poor efficiency because of the power dissipated in the transistor.

Switching regulators improve efficiency by operating the transistor as a high­
frequency switch. which inherently dissipates less power than a transistor operating
in Ihe continuous mode. Moreover, unlike their linear counterparts, switching reg­
ulators can generate outputs that are higher than the unregulated input or even of
the opposite polarity; they can provide multiple outputs, isolated outputs, and can
be made to run directly off the ac power line, with no need for bulky power trans­
formers. The price for these advantages is the need for coils, capacitors, and more
complex control circuitry, along with much noisier behavior. Nonetheless, switch­
ing regulators are widely used to power computers and portable equipment. Even
in power-supply design for analog systems it is common to exploit the efficiency
and the light-weight advantages of switching regulators to generate preregulated­
if noisy-voltages and then use linear regulators to provide cleaner postregulated
voltages for critical analog circuitry.'

FIGURE tl.l

Basic connection of a voltage reference!
regulator.

11.1
PERFORMANCE SPECIFICATIONS
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The ability of a voltage reference or regulator to maintain a constant output under
varying external conditions is characterized in terms of performance parameters
such as line and load regulation. and the thermal coefficient. In the case of voltage
references, output noise and long-term stability are also significant.

L'iVo/Vo
Load regulation (%) = 100 (11.3bl

L'i1o

expresses the above dependence in percent per milliampere or per ampere.

.-.""
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EXAMPLE 11.1. The data sheets of the ItA7805 5-V voltage regulator (Fairchild)
indicate that Vo typically changes by 3 mV when V, is varied from 7 V to 25 V, and by
5 mV wben 10 is varied from 0.25 A to 0.75 A. Moreover, RRRdB = 78 dB at 120 Hz.
(a) Estimate the typical line and load regulation of this device. What is the output
impedance of the regulator? (b) Estimate the amount of output ripple V,. for every volt
of V,j.

Solution,

(a) Line regulation=6Vo /6V,=3 x 10-'/(25 -7)=ll.17 mY/V. Alternatively,
line regulation = 100(0.17 mV/V)/(5 V)= O.f)()33%N. Load regulation = 6 Vo /
610 = 5 x 10-'/[(750 - 250)10-') = 10 mY/A. Alternalively,load regulation =
100(10 mV/A)/(5 V) = O.2%/A. The output impedance is 6Vo /610 = O.lll O.

(b) V,.. = V,,/1078/ 20 = ll.126 x 10-' x V'i' Thus, a I-V, 12ll-Hz ripple at the input
will result in an output ripple ofll.126 mY.

Thermal Coefficient

The thermal eoefJicienr of Vo, denoted as TC(Vo), gives a measure of the circuit's
ability to maintain the prescribed output voltage Vo under varying thennal condi­
tions. It is defined in two forms,

Illustrative Examples

Let us apply the above concepts to the analysis of the classical shunt regulator
of Fig. 11.2. The input is a raw voltage assumed to lie within known limits, or
V/(min) :::: Vt :::: V/(max)' The goal is to produce an output Vu that is as insensitive
as possible to both input and load variations. This is achieved by exploiting the
nearly vertical i-v characteristic of a Zener diode. As depicted in Fig. 11.30. this
characteristic can be approximated with a straight line having a slope of 1/r, and
a v-axis intercept at - Vzo, so the coordinates Vz and Iz of an arbitrary opemting
point down Ihe curve are related as Vz = Vzo + r,/z. The resistance r" called
Ihe dynamic resistance of the Zener diode, is Iypically in the range of a few ohms
to several hundreds of ohms, depending on the diode. Zener diodes are specified
at the point corresponding 10 50% of Ihe power mting. Thus, a 6.8-V, 0.5-W, 10-Q
Zener diode has, at the 50% powerpoint,/z = (Pz/2)1 Vz = (500/2)/6.8:;; 37 rnA.
Moreover. Vzo = Vz - r,/z = 6.8 - 10 x 37 x 10-3 = 6.43 V.

It is apparent thaI a Zener diode can be modeled with a voltage source Vzo and
a series resistance r" so the circuit of Fig. 11.2b can be redrawn as in Fig. 11.3b.
To function as a regulator, the diode must operate well within the breakdown region
under all possible line and load conditions. In particular, I z must never be allowed to
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FIGURE 11.3

Breakdown diode characteristic, and equivalent circuit of the shunt regu­
lator.

(c)

(b)

R,

fb)

Reguhuor
1-------
I RJ :
I

I I
L. l

V,

vnm"I~-

Vnm"IC==,

fa)

(aJ

FIGURE 11.1

The Zener diode as a shuRl regulator.

L\ Vo
TC(Vo) = L\T (l1.4a)

in which case it is expressed in millivolts or microvolts per degree Celsius, or

TC(Vo) (%) = 100L\V~~Vo (l1.4b)

in which case it is expressed in percent per degree Celsius. Replacing 100 by lot'
gives the TC in parts per million per degree Celsius. Good voltage references have
TCs on the order of a few parts per million per degree Celsius.

EXAMPLE 11.1. The data sheets of the REFIOIKM 10-V precision voltage reference
(Burr-Brown) give a typical line regulation of ll.OOI%/V, a typical load regulation of
ll.OOI%/mA, and a maximum TC of I ppmrC. Find tbe variation in Vo brought about
by: (a) a change of V, from 13.5 Vto 35 V; (b) a ± Ill-rnA change in 10 ; (e) a temperature
change from II "C to 7ll "C.

Solation,

(a) By Eq. (I 1.1b), O.OOI%/V = IOO(6Vo/IO)/(35 - 13.5), or 6 Vo =2.15 mV
typical. ..

(b) By Eq. (Il.3b), ll.OOI%/mA = IOO(6Vo /lll)/(±10 rnA), or 6Vo = ±I mV
typical.

(e) By Eq. (I1.4b), I ppmf'C = 106(6 Vo/IO)/(7ll "C), or 6 Vo = ll.7 mV maximum.
You will agree that these are ratber small variations for a Ill-V source!

In the case of voltage references, output noise and long-term stability are also
important. The data sheets of the aforementioned REFIOI give a typical output
noise of 6 ltV peak-to-peak from 0.1 Hz to 10 Hz, and a typicallong-tenn stability
of 50 ppm/( 1000 hours). This means that over a period of 1000 hours (about 42 days)
the reference output may typically change by (50 x 10-6)10 V = 0.5 mY.



(11.6)

(11.5)

(l1.7b)

(ll.7a)
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powering the diode from Va, that is, from the very voltage we are trying to regulate.
The result is a far more stable voltage Vz, which the op amp then amplifies to give

Va = (1 + =~) Vz (11.8)

This artifice, aptly referred to as self-regula/ion. shifts the burden of line and load
regulation from the diode to the op amp. As an additional advantage, Va is now
adjustable, for instance, via R2. Moreover, R3 can now be raised to avoid unnecessary
power wastage and self-heating effects.

By inspection, we now have

Lod 1 ·- loa regu atlon = ---
I +../l

where a and lo are the open-loop gain and output impedance, and /l = RI /(RI + R2).
To find the line regulation, we observe that because of single-supply operation, a
I-V change in VI is perceived by the op amp both as a I-V supply change and as a0.5-V input common-mode change. This results in a worst-case input offset voltage
change 8 Vas = 8 VI (I /PSRR + 1/2CMRR) appearing in series with Vz. The op
amp then gives 8 Va = (I + R2/RI)8 Vas, so

. . ( R2) (1 0.5)
LIRe regulatIon = I + RI x PSRR + CMRR (11.10)

We observe that since lo, a, PSRR, and CMRR are frequency-dependent, so are the
line and load regulation. In general, both parameters tend to degrade with frequency.

drop below some safety value IZ(min). Simple analysis reveals that R, must satisfy

R < VI (min) - VZO - 'th(min)

.. - IZ(min) + lo(mu)

The value of IZ(min) is chosen as a compromise between the need to ensure proper
worst-case operation and the need to avoid excessive power wastage. A reasonable
compromise is IZ(min) ~ (I/4)/O(mu)'

We are now ready to estimate the line and load regulation. Applying the Super­
position principle, we readily find

't R..
Va = ---VI + --Vzo - (R, lI't)fo

R"+'t R'+'t
Only the second term on the right-hand side is a desirable one. The other two indicate
dependence on line and load as

Line regulation = _'_t_
R.. +'t

Load regulation = -(R, lI't)

Multiplying by 100/ Va gives the regulations in percentage form.
I

EXAMPLE 11.3. A raw voltage 10 V ~ V, ~ 20 V is to be stabilized by a 6.8-V, 0.5-W,
IO-Il Zener diode and is to feed a load with 0 ~ 10 ~ 10 rnA. (a) Find a suitable value
for R", and estimate the line and load regulation. (b) Estimate the effect of full-scale
changes of V, and 10 on Vo .
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FIGURE 11.4

Self-regulated 10-V reference.

Solution.

(a) Let I"m;") = (I/4)/o(~,) = 2.5 rnA. Then, R, ~ (10 - 6.43 - 10 x 0.(025)/
(2.5 + 10)=0.284 kll (use 270 fl). Line regulation = 10/(270 + 10)=
35.7 mVIV; multiplying by 100/6.5 gives 0.55%IV. Load regulation = -( I011270)
= -9.64 mVlmA, or -0.15%/mA.

(b) Changing V, from 10 V to 20 V gives d Vo = (35.7 mVN) x (10 V) = 0.357 V.
which represents a 5.5% change in Vo.Changing 10 fmmOto lOrnA gives d Vo =
-(9.64 mY/mAl x (10 rnA) = -0.096 V, which represents a -1.5% change.

The modest line and load regulation capabilities of a diode can be improved
dramatically with the help of an op amp. The circuit of Fig. 11.4 uses the artifice of

R,

V,
(12Vto36V)

R,

EXAMPLE 1t.4. Assuming typical 741 de parameters, find the line and load regulation
of the circuil of Fig. 11.4.

Solution. Load regulation = -75/[1 + 2 x IW x 39/(39 + 24)) = -0.6/lV/mA=
-0.06 ppm/rnA. Using I/PSRR=30/lV/Vand I/CMRR=IO-90/ 20 '= 31.6/lV/V,
we get line regulation = (I +24/39) x (30+ 15.8)10-· = 74/lV/V = 7.4 ppm/V. They
represent dramatic improvements over the circuit of Example 11.3.

Dropout Voltage

TIle circuit of Fig. 11.4 will work properly as long as VI does not drop too low to
cause the op amp to saturate. This holds for voltage references and regulators in
general, and the minimum difference between VI and Va for which the circuit still
functions properly is called the dropout vol/age Voo. In the example of Fig. 11.4
tbe 741 requires that Vee be at least a couple of volts higher than Va, so in this
case Voo ~ 2 V. Moreover, since the maximum supply rating of the 741 is 36 V, it
follows thatlhe permissible input voltage range for the circuit is 12 V < VI < 36 V.

Start-up Circuitry

In the self-regulaled circuit ofFig. 11.4, Va depends on Vz, and Vz, in tum, depends
on Va being greater than Vz to keep the diode reverse biased. If at power tum-on
Va fails 10 swing to a value greater than Vz, the diode will never tum on, making
positive feedback via R) prevail over negalive feedback via R2 and RI. The result

f-"'



506

CHAPTER II

Voltage
References and

Regulators

is a Schmin trigger latched in the undesirable state Vo = VOL. The possibility for
this undesirable behavior is common in most self-biased circuits, and is avoided by
using suitable circuitry, known as start-ul' circuitry, to override the amplifier and
prevent it from latching in this undesirable state when power is first applied.

The particular implementation of Fig. 11.4 will start properly because of the
internal nature of the op amp being used. With reference to Fig. 5.1, we observe
that at power turn-on, when vp and vN are still zero, the first two stages of the 741
remain off, allowing I B to turn on the output stage. Consequently, Vo will swing posi­
tive until the Zener diode turns on and the circuit stabilizes at Vo = (I + R2/RI )Vz.
However, if another up amp type is used, the circuit may never be able to prop­
erly bootstrap itself, thus requiring start-up circuitry. We shall see an example in
Section 11.4.

Thermally Compensated Zener Diode References

The thermal stability of Vo in the self-regulated relerence of the previous section
can be no bener than that of Vz itself. As depicted in Fig. 11.5a, TC(Vz) is a
function of Vz as well as Iz. There are two different mechanisms by which the i-I'

characteristic breaks down: field emission breakdown. which dominates below 5 V
and produces negative TCs, and avalanche breakdown, which dominates above 5 V
and produces positive TCs. The idea behind thermally compensated Zener diodes
is to connect a forward-biased diode in series with a Zener diode having an equal
but opposing TC, and then line-tunc Iz to drive the TC of the composite device
to zero.3 This is illustrated in Fig. 11.5b for the compensated diodes of.tre popular
IN821-9 series (Motorola). The composite device, whose voltage we relabel as
Vz = 5.5 + 0.7 = 6.2 V, uses Iz = 7.5 rnA to minimize TC(Vz). This TC ranges
from 100 ppml"C (IN821) to 5 ppm1°C (lN829).

SO?

SECTION 11.2
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The TCof the junction voltage drop Vv at a given bias ID is TC(VD) = aVD/aT =
(aVr/aTjln(1D/ls) + Vra\ln(1D/I,))faT = Vv/T - Vra(3lnT - VGo/Vr)/
aT. The result is ..

where k =1.381 x 10-23 is Boltzmann's constant, q =1.602 x 10-19 C is the elec­
tron charge. T is absolute temperature, B is a proportionality constant, and VGO =
1.205 V is the bandgap voltage for silicon.

The TC of the thermal voltage is

+

Vz (TC =0)

(b)

0.7 V TC<O

5.5V TC>O

4

3

~ 2
;-
§ I

~ 0

g
-I

-2

-3
2 4 5 6 7 8 9

Vz(V)

(a)

FIGURE 11.5

(a) TC(Vz) as a function of Vz and Iz . (b) Thermally compensated breakdown diode.
(Courtesy of Motorola, Inc.)

Self-regulated references based on thermally compensated Zener diodes are
available in monolithic form. An example is the REF 10 I 10-V precision reference
(Burr-Brown) depicted in Fig. 11.00. The device includes also a pair of matched
20-kn resistances to facilitate applications. The typical drift curve of Fig. 11.6b
indicates a maximum output change of 0.7 mV for a thermal excursion of 0 °c to
70°C. Other specifications are shown in Fig. 11.7.

Aoother populardevice4 is the LM329 precision reference diode (National Semi­
conductor) shown in Fig. 11.8 (bonom). This device uses Zener diode Q3 in series
with the BE junction of Q13 to achieve TCs ranging from I()() ppml"C to 6 ppm/uC,
depending on the version. The device uses also active feedback circuitry to lower
~e effective dynamic resistance to r, = 0.6 n typical, I n maximum. Except for
Its much greater stability and much lower dynamic resistance, it acts as an ordinary
Zener diode, and it is biased via a series resistor 10 provide shunt regulation. The
bias current may be anywhere between 0.6 rnA and 15 rnA.

(11.12)

(11.13)

(ll.lla)

(ll.llb)

Vr = kT/q

I, = BT3 exp( - VGO/ Vr)

TqVr) =k/q =0.0862 mVrC

TC(VD) = -eGO; Vo + 3:)

Besides line and load regulation, thermal stability is the most demanding perfor­
mance requirement '" ,,,11;\1'" ,dncnces due to the tendency of IC components to
be strongly inlluencc,! b) ''''''I ," alure2 For example, consider the silicon pn junc­
tion, which forms the basis of diodes and BJTs. Its forward-bias voltage VD and
current I D are related as VD = Vr In(1v/ Is), where Vr is the thermal voltage and
Is the saturation current. Their expressions are

Assuming VD=650 mV at 25°C, we get TC(Vo) ~ -2.1 mVrC. Engineers
remember this by saying that the forward drop of a silicon junction decreases by
about 2 mV for every degree Celsius increase. Equations (I 1.12) and (11.13) form
the basis of two common approaches to thermal stabilization, namely, thermally
compensated Zener diode references and bandgap references. Equation II. I2 forms
also the basis of solid-state temperature sensors.
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'Thermal stability can be improved further via substrate thermostating.4 The
LM399 stabilized reference of Fig. 11.8 uses the aforementioned LM329 active
diode (shown at the bottom) to provide the referenc61'roper, and suitable stabilizing
circuitry (shown at the top) to sense the substrate temperature and hold it at some
set value above the maximum expected ambient temperature. Thermal sensing is
done via the BE junction of Q4, and substrate heating via the power-dissipating
transistor QI. At power turn-on, QI heats the substrate to 90 °C, where it is then
maintained within less than 2 °C over ambient variations from 0 °C to 70 0c. The
result is a typical TC of 0.3 ppml"c. Another thermally stabilized reference is the
LTZI000 Super Zener (Linear Technology). An obvious drawback of these devices
is the additional power required to heat the chip. For instance, at 25 °C, the LM399
dissipates 300 mW. An LM399 application will be shown in Fig: 11.11.

A notorious problem with breakdown diodes is noise, especially avalanche
noise, which plagues devices with breakdown voltages above 5 V, where avalanche

FIGURE II.'
Circuit diagram of the LM399 6.95-V thermally stabilized reference. (Cour­
tesy of National Semiconduclor.)

FIGURE 11.6

The REFIOI IO-V voltage reference and its drift characleristic. (Courtesy of Burr-Brown.)
I
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FIGURE 11.7
REFIOI IO-V voltage reference specifications. (Courtesy of Burr-Brown.)
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breakdown predominates. The use of diode structures of the so-called buried, or
subsurface. type4 reduces noise significantly while improving long-tenn stability
and reproducibility. The LM399 uses this structure to achieve a typical noise rating
of? IJ.V (nns) from 10 Hz to 10 kHz. When noise becomes a factor, noise-filtering
techniques of the type discussed in Section 7.4 can be used.

Bandgap Voltage References

Figure 11.9b shows one of several popular bandgap-cell realizations. Known as
the Brolww cell for its inventor,S the circuit is based on two BJTs ofdifferent emitter
areas. The emiller area of QI is n times as large as the emitter area AE of Q2, so
the saturation currents satisfy Is I /1,,2 = n, by Eq. (5.32). With identical collector
resistances, the collector currents are also identical, by op amp action. Ignoring base
currents, we have KVr = R4(1n + IC2) = 2R41c:I' or

V8I£2 - VBEI 2R4 I 10/,1 2R4
KVr = 2R4 = -Vr n -- = -Vr Inn

R) R) Is2/n R)
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Since the best breakdown voltages range from 6 V to 7 V, they usually require supply
voltages on the order of 10 V to operate. This can be a drawback in systems powered
from lower supplies, such as ~V. This Iimitalion is overcome by bandgap voltage
references, so called because lheir output is determined primarily by the bandgap
voltage VGO = 1.205 V. These references are based on the idea ofadding the voltage
drop VBE of a base-emitter junction, which has a negative TC, to a voltage K Vr
proportional to the thennal vollage Vr, which has a positive TC.2 With reference
10 Fig. 11.9a we have V8G = KVr + VBE,soTC(V8G) = KTC(Vr)+TC(VBE),
indicating thatto achieve TC(V8G) = 0 we need K = - TC(VBE)/TC( Vr) or, using
Eqs. (11.12) and (11.13),

V8G = VGO + 3Vr

At 25 DC we have V8G = 1.205 + 3 x 0.0257 = 1.282 V.

(11.16)

EXAMPLE II.S. Assumingn = 4 and Y.t,(25"Cj = 650mV inlhecircuilofFig. 11.9b
specify R./RJ for TC(YBO) =0 at 25°C, and R,j R, for YREf = 5,0 V.

R4
K =2-lnn

R)

This constant can be fine-tuned by adjusting the ratio R4/ R). The op amp raises the
cell's vollage to VREF = (I + R2/ R1) V8G.

indicating that

Solution. By Eq. (11.14), K = (1.205 - 0.65)/0.0257 + 3 = 24.6. Then, R./ RJ =
K/(2In4) =8.87. Moreover, imposing 5.0 = (I + R2/ Rdl.282 gives R2/ R, =2.9.

Thanks to their ability to operate with low supply voltages, bandgap references
(see also the alternative realizations2 of Problems 11.5 and 11.6) find wide applica­
tion as part of systems such as voltage regulators; D-A, A-D, V-F, and F- Vconverters;
bar graph meters; and power-supply supervisory circuits. They are also available as
stand-alone products, either as two-terminal or as three-terminal references, and
sometimes they come with provisions for external trimming.

An example of a two-tenninal reference is the already familiar LM385 2.5-V
micropower reference diode (National Semiconductor). Besides the bandgap cell,
the device includes circuitry to minimize its dynamic resistance as well as raise the
cell voltage to 2.5 V. Typically, it has a TC of 20 ppm/DC and a dynamic resistance
of 0.4 O. It is biased with a plain series resistance, and its operating current may be
anywhere between 20 IJ.A and 20 rnA.

An example of a three-tenninal reference is the REF-OS 5-V precision reference
(Analog Devices). Its output, rated at 5.00 V ± 30 mV, can be adjusted externally
over a ±300-mV range. The REF-05A version has, typically, TC = 3 ppm/DC
for -55 DC ~ T ~ 125 DC, line regulation = O.OO6%N for 8 V ~ Vt ~ 33 V,load
regulation = 0.005%/mA for 0 ~ 10 ~ 10 rnA, output noise = 10 IJ.V peak-to-peak
from 0.1 Hz to 10 Hz, and long-tenn stability = 65 ppm/ 1000 hours.

Monolithic Temperature Sensors

I
(11.14)

(11.15)

,-----<r---<r--o V,

o

1
------<0. :

VB' J(TC<O)

KV, I (TC>O)

K = VGO~ VBE + 3

Substituting into V8G = K Vr + VBE gives

(u)

FIGURE t\.9
Bandgap voltage reference.

(b)

The voltage K Vr arising in bandgap cells is linearly proportional to absolute tem­
peralure (PTAT). As such it fonns the basis for a variely of monolithic temperature
sensors6 known as VPTATs and IPTATs. depending on whether they produce a PTAT
voltage or a PTAT current. Tbe&e seNOrs enjoy the low-cost advantages of IC fabri­
cation and do not require the costly Iinearizalion circuitry common to other sensors,
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(a) (b) ..
FIGURE 11.10

Basic temperature sensors using the LM335 VPTAT and the AD590 IPTAT.

such as thermocouples, RTDs, and thermistors. Besides temperature measurement
and control, common applications include fluid-level detection, flow-rate measure­
ment, anemometry, PTAT circuit biasing, and thermocouple cold-junction compen­
sation. Moreover, IPTATs are used in remote-sensing applications because of their
insensitivity to voltage drops over long wire runs,

A popular VPTAT is the LM335 precision temperature sensor (National Semi­
conductor). As shown in Fig. II. 100, this device acts as a reference diode, except
that its voltage is PTATwith TC(V) = 10 mV/K. Thus, at room temperature it gives
V(25 °C)=(lO mV/K) x (273.2 + 25)K=2.982 V. The device is also equipped
with a third terminal for the exact adjustment of its TC. The LM335A version
comes with an initial room-temperature accuracy of ± 1°C. After calibration at
25°C, its typical accuracy is ±0.5 °C for -40°C:::: T :::: 100°C. Its operating cur­
rent may be anywhere between 0.5 rnA and 5 rnA, and its dynamic resistance is less
than I n.

A popular IPTAT is the AD590 two-terminal temperature transducer (Analog
Devices). To the user this device appears as a high-impedance current source pro­
viding I liNK. Terminating it on a grounded resistance as in Fig. II.I0b gives a
VPTAT with a sensitivity of R x (I liNK). The AD590M version comes with a
room-temperature accuracy of ±0.5 °C maximum. After calibration at 25°C, the
accuracy is ±0.3 cC maximum for -55°C:::: T:::: 150°C. The device operates
properly as long as the voltage across its terminals is between 4 V and 30 V.

Additional temperature-processing devices include Celsius and Fahrenheit sen­
sors, and thermocouple signal conditioners. Consult the manufacturer catalogs to
see what is available.

11.3
VOLTAGE·REFERENCE APPLICATIONS

When applying voltage references, care must be exercised to prevent the external
circuitry and wiring interconnections from degrading the performance of the refer­
ence. This may require the use of precision op amps and low-drift resistors, along

FIGURE 11.11

Buffered 10-V reference.

with sgecial wiring and circuit-construction techniques. As an example, consider the
circuit ofFig. 11.11, which uses a precision op amp to raise the output ofa thermally
stabiliztd reference to 10.0 V. We wish to assess the impact of op amp and wiring
nonidealities. The LM399 data sheets give TCm.. = 2 ppmFC and rz(mu) = 1.5 0,
and the LTIOOI data sheets give TC(VOS)max = I IiVFC, TC(lB) ~ 4 pAFC,
CMRRdB(min) = 106 dB, and PSR~B(min) = 103 dB.

The maximum drift due to the LM399 is 2 x 10-6 x 6.95 = 13.9 IiVFC, and
that due to the overall input error of the LTIOOI is I x 10-6 + (20 118.87) 103 x 4 x
10- 12 ~ I IiVFC; consequently, the worst-case output drift is (I + 8.87/20) x
(13.9 + I) = 1.44 x 14.9 = 21.51iVFC. The worst-case line regulation due to the
LM399is liit(1.5+7500) = 200 IiV/V, and that due to the LTIOOI is 1~-103/20+
0.5 x 10-1 120 = (7.1 + 2.5) = 9.6IiV/V; consequently, the overall worst-case
line regulation is 1.44(200+9.6) = 3031iVN. To give an idea. a I-V power-supply
change has the same effect as a temperature change of 303/21.5 ~ 14°C. 11 is
apparent that the use of a precision op amp causes negligible degradation in the
present example.

However, when the circuit is fabricated, its drift may be compromised by ther­
mocouple effects arising from thermal gradients across dissimilar metals. The kovar
leads of the ICs form thermocouple junctions with the copper traces of the printed­
circuit board. A gradient of just I °C between the leads of the chip-heated LM399
will generate an error on the order of 50 /l V. Thermal gradients are reduced by
using equal-size pads and traces to ensure equal lIInounts of heat dissipation at
the two junctions, and by paying allention to other sources of heat, such as power
stages.

Even after all the above sources of error have been minimized, special allention
must be paid 10 wiring and interconnections, since voltage drops across stray re­
sistances may degrade performance significantly. For instance, a copper trace with
a stray resistance of I 0 develops an error of I mVIrnA and introduces a TC of
4 (/lV/mA)f'C (the TC of copper is O.OO4%FC). For a 10-V reference, this corre­
sponds to an accuracy degradation of 0.0 1% and a TC of 0.4 ppmrC.

An effective technique for combating stray-resistance errors, especially in high­
current applications, is remote sensing, as already illustrated in Fig. 2.22 in

. ,
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FIGURE 11.11
Remole sensing 10 eliminate Ihe effect of unwanted voltage drops due 10 the sb'lly wiR
resistances rs.

connection with instrumentation amplifiers. The technique is shown in Fig. 11.12
for a REF10 I reference whose output current capability is boosted with an LM395
high-gain power transistor. To prevent the voltage losses across the stray resistances
's from degrading the voltage received by the load, the feedback and common pins
are connected to the load by a separate pair of wires, thus ensuring that the 10.0-V
voltage appears directly across the load. regardless of the offending voltage drops.
The stray resistance of this additional set of wires is less critical due to the much
lower currents involved.
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EXAMPLE 11.6. The circuit of Fig. 11.14 uses a 5-V reference with TC = 20"V/"C.
line regulalion = 50 "V/V. and dropout voltage Voo = 3 V, and a JFET-input op amp
with TC(Vos) = 5 "V/"C and CMRR"B = 100 dB. (a) Specify R for 10 = 10 rnA.
(b) Find the worst-case values of TC(lo) and of the resistance RD seen by the load.
(c) Assuming ±15-V supplies. find the voltage compliance.

SoIulloo.

(a) R = 5/10 = 500 0 (use 499 O. 1%).
(b) A I DC change in T causes a worst-case change in the voltage across R of 20 +5 =

25 "V/"C; the corresponding change in 10 is 25 x 10-6/500 = 50 nWe. A I-V
change in VL causes a 5Q-"V/V change in VREF and a 10-100/20 = 10"V/V change
in Vos• for a worst-case change in 10 of (50 + 10)10-6 /500 = 120 nAIV. Thus.
Ro\m,n) = (I V)/(l20 nA) = 8.33 MO.

(c) VL ~ Vee - Voo - VREF = 15 - 3 - 5 = 7 V.

gives Vo = +10 V. Consequently. varying the wiper from end to end varies the
output over the range -10 V ~ Vo ~ + 10 V. With imagination. a variety of other
useful circuits can easily be devised7.8 (see also the end-of-chapter problems).

Current Sources

A voltage reference can readily be turned into a current reference9 by bootstrapping
its common terminal with a voltage follower. as in Pig. 11.14. By op amp action. the
voltage across R is always VREF. so the circuit gives

10 = VREF (11.17)
R

regardless of the voltage VL developed by the load, provided no saturation effects
occur. The permissible range of values of VL is called the volrage compliance of the
current source.

51 HI
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Voltage references can readily be used as the basis for a variety of precision voltage
sources. The circuit of Fig. 11.13 utilizes the matched resistance pair inside the
REPIOI Io-V reference of Fig. 11.00 to provide a variable voltage source. When
the wiper is at the bollom. the op amp acts as a unity-gain inverting amplifier and
gives Yo = - 10 V; when the wiper is at the top. it acts as a unity-gain buffer and

15V

FIGURE 11.14

Turning a voltage reference into a current
source.

FIGURE \I.1l
Variable reference over the range -10 V ~ V0 ~ 10 V. The bootstrapping principle can readily be applied to the case ofdiode references

to implement either current sources or current sinks. This is shown in Fig. 11.15,



FIGURE 11.15

Using a reference diode to implement a current source and a current
sink.
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15V

(a)

R,

-15V

(b)

EXAMPLE 11.7. Let the circuit of Fig. 11.100 use a 741 op amp with Vee = 15 V,
an LMJH5 2.5-V diode with a bias current of 0.5 rnA, and a 2N2905 BIT with R, =
I kn. la) Specify Rand R, for 10 = 100 rnA. (b) Assuming typical BJT parameters,
find the voltage compliance of the source, and check thatlhe 741 is operating within
specifications.

Solution.

(a) We have R = 2.5/0.1 =25 n (use 24.9 n, 1%), and R, = (15 -2.5)/0.5 =25 kn
(use 24 kn).

(b) VL ::: 15-2.5-0.2 = 12.3 V. The 741 inputs are at 15-2.5 = 12.5 V, which is within
the input voltage range specifications. Assuming f3 = 100 so that I. = I rnA. we
find thatthe74 I oUlput is at Vee - VREF- VE~(""~- R,/. = 15-2.5-0.7-1 x 1=
10.8 V (whIch IS below VOH = 13 V). and slOks a current of I rnA (which is below
I~ = 25 rnA). Consequently. the 741 is operating within specifications.

~or higher output currents, the transistor can be replaced by a power pnp
Darhngton, or by a power enhancement p-MOSFET as in Fig. 11.I6b. In these
cases, heat-sinking, to be discussed in Section 11.5, may be required.
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,
where 10 = VREF/ R for both circuits. The function of RI is to bias the diode. If an
LM385 reference diode is used, imposing a bias current of 100 IJoA when VL = 0
yields RI = 150 kO. The voltage compliance of the source is VL ~ VOH - VREF,

and that of the sink is VL ~ VOL + VREF. If a 741 op amp and a 2.5-Y diode are
used, then VL ~ 10.5 Y for the source, and VL ~ -10.5 Y for the sink.

When the circuits just discussed fail to meet load-current demands, we can use
current-boosting transistors. The circuit of Fig. 11.100 uses a pnp BIT to source
current. By op amp action, the voltage across the current-setting resistance R is
VREF, so the current entering the emiller is If: = VREF/ R. The current leaving the
collector is Ie = [f3/({j + 1»)/f:, so 10 = [(j/({j + I)]VREF/R;;: VREF/R. The
voltage compliance is VL ~ Vee - VREF - Vf:C(sat).

Temperature-Sensor Applications

In thermometer applications it is desirable that V(T) and I (T) be calibrated in
degrees Celsius or Fahrenheit rather than in kelvins. If a VPTAT or an IPTAT is
used, then suitable conditioning circuitry is required.6

The circuit ofFig. I I. I7senses temperature via the AD590 IPTAT, whose current
can be expressed as I(T) = 273.21JoA + (11JoAf'C)T, T in degrees Celsius. By the
superposition principle,

VolT) = R2(273.2 + T) 10-6 - IOR2/ RI

It is apparentthatlelling RI = 10/(273.2 x 10-6) = 36.6 kO will cause a can­
cellation and leave VolT) = R21O-6T, T in degrees Celsius. For a sensitivity of
100 mYf'C, use R2 = (100 mV)/(1IJoA) = 100 kO. To compensate for the various
tolerances, implement RI with a 35.7-kO resistor in series with a 2-kO pot, and R2
with a 97.6-kO resistor in series with a 5-kO pot. To calibrate, (a) place the IPTAT
in an ice bath (T = 0 °C) and adjust RI for VolT) =0 V; (b) place the IPTAT in
boiling water (T = 100 °C) and adjust R2 for VolT) = 10.0 V.

15 V

VolT)
100 mVl'C

(a)

FIGURE 11.16

Current sources with current-boosting transistors.

(b) -15 V

FIGURE 11.17
Celsius sensor.



518

CHAPTER II

Voltage
References and

Regulators

ISOlhennal
block

FIGURE 11.18

Thennocouple cold-junction compensation using the AD590
IPTAT.

Another popular application of tem~rature sensors is cold-junction compen­
sation in thermocouple measurements. A thermocouple is a temperature sensor
consisting of two wires of dissimilar metals and producing a voltage of the type

where TJ is the temperature allhe measurement or hotjunction; TR is the temperature
at the reference or cold junction, formed where the thermocouple is connected to the
leads (usually of copper) of the measuring device; a is the Seebeck coefficient. For
example, Type J thermocouples are made up of iron and constantan (55% Cu and
45% Ni), and give a = 52.3 p.VFC.

It is apparent that a thermocouple inherently provides only relative temperalure
information. If we wantto measure TJ regardless of TR' we must use another sensor
10 measure TR, as exemplified in Fig. 11.18. Using again the supelpOsition principle,

Vo = (I + ~)a(TJ - TR) + R2(273.2 + TR)IO-6 -IOR2/R)
RIII R3

where bbth TJ and TR are in degrees Celsius. As before, we select R I to cancel out
the 273.2 term, R3 to cancel out TR, and R2 to achieve the desired output sensitivity...

EXAMPLE 11.8. Ifthe thennocouple of Fig. I 1.18 is a lype Jfor which a = 52.3p.VrC,
specify suitable component values for an output sensitivity of 10 mVrC. Outline its
calibration.

Solution. As before, let R, = 10/(273.2 x 10-6 ) = 36.6 kG to cancel outlhe 273.2
tenn. This leaves

( ~) ~Vo = 1+-- a(T} - TR) + R,TRIO
R, II RJ .

Next, impose [I + R,j(R, II RJ)ja =- R,1O-6 = 10 mV/"C to cancel out TR as well as
achieve the desired output sensitivity. The results are R, = 10.0 kG and RJ = 52.65 G.

In praclice we would use RJ = 52.3 G, 1%. and make R, and R, adjustable as
follows: (a) place the hot junction in an ice bath and adjust R, for Vo(T}) = 0 V;
(b) place the hot junction in a hot environment of known temperatur~ and adjust R,
for the desired output (the second adjustment can also be perfunned w,th the help oj a
thennocouple voltage simulator).

To suppress noise pickup by the thermocouple wires, use an RC filter as shown. say
R = 10 kG and C = 0.1 p.F.

Thermocouple cold-junction compensators are also available as self-contained
IC modules. Two examples are the AD594/5/6f7 series (Analog Devil-es) and the
LTI025 (Linear Technology).

11.4
LINEAR REGULATORS

As shown in Fig. 11.19, a voltage regulator uses the Darlington pair QI and Q2,
also called the series-pass element. to Iransfer power from an unregulated input
source VI to a load at a prescribed regulated voltage Vo. The feedback network
Rt and R2 samples Vo and feeds a portion thereof to the error amplifier EA for
comparison against a reference VREF. The amplifier provides the series-pass element
with whatever drive it takes to force the error close to zero. The regulator is a classic
example of series-shunt feedback, and il can be viewed as a noninverting op amp
that has been equipped wilh a Darlington current booster to give

Vo=(I+~~)VREF (11.18)

Since the error amplifier provides currents on the order of milliamperes and
the load may draw currents on the order of amperes, a current gain on the order of
103 AlA is required. A single power BJT is usually insufficient, so a Darlington pair
is used instead, whose overall current }lain is fJ ~ fJl x fJ2. We observe that for
an npn BJT to work in the forward-active region, where Ic = fJIB' the cond,­
tions VBE = VBE(on) and VCE 2: VCE(s,,) must hold. A low-power BJT has typically

FIGURE II."
Basic series voltage regulator.
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fl ~ 100, VBE(on) ~ 0.7 V. and VCE(sa!) ~ 0.1 V; a power BJT may have fl ~ 20.
VBF-(on) ~ I V, and Va(sat) ~ 0.5 V.

Because of wide thermal excursions due to self-heating. and voltage errors due to
stray resistances in the wiring system. the accuracy and stability of voltage regulators
are less stringent than those of voltage references. The source VREF is usually of the
bandgap type. and the regulator is configured for the desired Vo by proper selection
of Ihe ratio R2/ RI.

The effiCiency ofthe regulator is given by the ratio ofthe average powerdelivered
to the load 10 Ihat absorbed from the source, or 1/ = PO/PI. Since Po = Volo
and PI ~ Vllo. we get

SECTION t 1.4

Linear Regulators
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FIGURE Il.2t
Output overload protection: (a) shon-circuit protection, and (b)
current fold-back protection.

H,

v,

(M

v,

(a)

FIGURE 11.10

Typical power BJT safe operating area
(SOA): (I) bonding-wire limited, (2) ther­
mally limited, (3) second-breakdown lim­
ited. and (4) voltage-rating limited.

Vo

'~h .oLL,o
o Jrv.:.

H,. H, o---<~-...

Current overload protection is dictated by maximum power-rating considera­
tions. Since the power dissipated by the series-pass BJT is P ;;: (VI - vo)io. we
must ensure io :': Pm.. /(VI - vol for safe operation. The protection scheme of
Fig. 11.21a, similar to that discussed at the end of Chapter 5 for op amps. uses a
brute-force approach to keep io below the limit Is<: = Pm../ VI, which occurs when

Protections

where we bave ignored the currents drawn by the reference, amplifier. and feedback
network compared to 10.

The reliable performance of a power BJT is critically affected by power dissipation
capabilities. current and voltage ratings, maximum junction temperature. and second
breakdown. a phenomenon resulting from the formation of hot spots within the BJT.
which cause uneven sharing ofthe total load among different regions of the device. 10
The above factors define a restricted region of the iC-VCE characteristic. known as
the .<ale operating area (SOA). within which the device can be operated without the
risk of failure or performance degradation. Figure 11.20 shows typical SOA data for
the case of continuous operation. Note, for instance. that while the BJT can draw a
current of 10 A up to vCE ~ 12 V. at vCE = \00 V it can only handle 1 A without
risking second-breakdown failure.

Voltage regulators are equipped with special circuitry to protect the power stage
againsl current lll'erlnad. second breakdown. and thermal overload. Each circuit is
designed to be inactive under normal operating conditions. but to become active as
soon as an attempt is made to exceed the corresponding safety limits.

EXAMPI,E 11.9. Let RB = 510 fl and RE = 3.3 kfl in the regulator of Fig. 11.19.
Assuming a bandgap reference and typical BJT parameters, find (a) R,jR, for Vo =
5.0 V. (b) the error-amplifier output drive!needed to provide 10 = I A. (c) the dropout
voltage Voo if the error amplifier saturates al VOH = V, - 0.5 V, and (d) the maximum
efficiency altainable for the given 10.

Solution.

(a) Imposing 5 = (I + R,jR,)1.282 gives R,jR, = 2.9.
(b) For 10 = I A we have 18t = hol(fJ, + I) ;;;; 1/21 ;;;; 48 rnA. and lE' = IB' +

V"'",,",/ RE ;;;; 48 rnA. The error amplifier must thus source 10.< = lB' = In/(fJ, +
I) ;;;; 48/101 ;;;; 0.47 rnA; moreover, Vo.< = VR, + Vanloo' + VBE"OO) + Vo ;;;;
0.51 x 0.47 +0.7 + I + 5 ;;;; 7 V.

(c) For the circuit to work properly we need Vo.< ~ VOH and VCE ~ VCE'''') for both
BJTs. It is readily seen that these conditions are met if V, ~ 7.5 V. Hence. Voo =
7.5 - 5 = 2.5 V.

(d) Since V, ~ 7.5 V, 1/(%) ~ 5/7.5 ;;;; 67%.
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the outpUI is short-circuited 10 ground, or v0 = O. As we know, Ihe resulting design
equalion is

To confine the series-pass BJT within its SOA, its collector current must be
reduced in case the colleclor-emiller voltage rises above a safety level, a likely
event when high-vollage Iransients are present on the unregulated input line. This
protection is implemented with a Zener diode. as shown in Fig. 11.22. This diode.

Rsc = VHf3(on) (11.20)
I",

The allernative s~heme of Fig. 11.2Ib, called current fold-back for the shape
of its curve, is designed to provide more efficient prolection by raising the upper
limillo lib = Pm•• /( VI - vol al.,o = VREG. while retaining Ihe short-circuit limit
Ise = Pma./ VI at vo =0. It can be proved (see Problem 11.15) thatlhe design
equations, assuming I H3 is negligible, are

SECTION II,"

Linear Regulators

523

Monolithic Voltage Regulators

EXAMPLE 11.11. Assuming VBE4 (25 "C) = 700 mV, find R, and R.to cause thermal
shutdown al 175 "C if VREF is a bandgap reference.

Solution. The voltage required 10 tum on Q4 can be estimated as VBE4 (175 "q =
VBE4 (25°C) +TC(VBE4 )(I75 - 25)"C ~ 700 mV + (-2 mV rQl50 "C ~ 400 mV.
Ignoring IB4 and imposing 0.4 = [R./(R. + R,»)l.282 gives R,fR. = 2.2. Assum­
ing 'IB4 = 0.1 mA and imposing VREF/(R, + R.) ~ 10lB4 gives R, = 8800 and
R. =4000.

normally in cutoff. is designed to lum on as soon as VI rises above a safety level.
The current supplied by Dz will then turn on Q3 and divert current away from the
base of the series-pass BJT, as in the case of current overload. The function of Rs is
to decouple the base of Q3 from the low-impedance eminer of the power BJT, and
that of R6 is to limit the currentlhrough Dz, particularly in the presence of large
noise spikes on the input line.

Excessive self-heating may cause permanent damage to BJTs, unless junction
temperatures are kept from rising above a safety level, usually 175°C or less. The
series-pass BJT is protected by sensing its inslantaneous temperature and reducing
its colleclor currenl in case of thermal overload. In the circuit of Fig. 11.22 Ihis
protection is provided by Q4, a BJT mounted in close thermal coupling with the
series-pass element. Temperature is sensed by exploiting the negative TC of VHM.

This BJT is designed to be in cutoff during acceplable Ihermal conditions, but III

tum on as soon as the temperature approaches 175°C. Once in conduction, Q4 will
divert current away from the base of the series-pass BJT, reducing its conduction
to the poinl of even shulling it off until the temperature drops to a more tolerable
level.

(11.21)

EXAMPLE l1.tO. A 5-V regulator wilh V, = 8 V uses a 12-W series-pass BJT. (a) As·
suming typical BJT paramelers. specify suitahle components for output short-<:in:uit
proleclion. (b) Repeat. bUI for fold-back protection.

Solution.

(a) I", = 12/8 = 1.5 A; R", =0.7/1.5 =0.47 O.
(b) lib = 12/(8 - 5) = 4 A; Rib = [1/0.47 - (4 - 1.5)/5r' = 0.610; R3/R4 =

0.61/0.47 - I = 0.3. For Vo = 0, impose VBE3(on,/(R3 + R4) ~ IOIB3. Assuming
IB1 = 0.1 mA, we gel R3 ~ 160 0 and R4 ~ 540 O.
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I.
R", 2.

Vo
3.

4.

(11.22)

V,0--""-------"""---,

Load

FIGURE t 1.22
Positive regulalor with overload. SOA, and thermal prolection.

Manufacturers' data books report a wide variety of monolilhic regulators. Forreasons
of space, we limit ourselves to a few examples.

'TWo of the earliest products to gain wide popularity were the J.l.A7800 series of
positive regulators and the J.l.A7900 series of negative regulators (Fairchild).
Figure 11.23 depicts the 7800 series. where we idenlify the following functional
blocks.

Q 16 and Q 17 form Ihe series-pass element.
Q15. D2. and Q14 provide, respectively, output short-circuit protection, SOA
protection, and thermal shutdown.
Q t through Q7 form a combined bandgap-reference/error-amplifier designed to
keep Ihe base of Q6 at 5 V via negative feedback.
Rt9 and R20 form a feedback network designed to give

Vo = (I + R20)5 V
RI9

Vo is factory-programmed for a variely ofdifferent values by selecting the proper
tap on R20 during fabrication. For instance, with R20 = 0 the device is configured
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FIGURE tUJ
The /LA 7800 series of three-terminal positive voltage regulators. (Copyright, Fairchild Semi­
conductor Corporation, 1982. Used by permission.)

FIGURE 11.Z4
Electrical characteristics of the /LA7805 voltage regulator. (Copyright. Fairchild
Semiconductor Corporation, 1982. Used by permission.) .

FIGURE 1I.2S

Adjustable regulator with remote sensing.

(National Semiconductor) are among the most widely known examples. In the
LM317 functional diagram I I of Fig. 11.200. the diode is a 1.25-V bandgap ref­
erence biased at 50 /LA. The error amplifier provides whatever drive it takes to keep
the voltage at the output pin 1.25 V higher than the voltage at the adjustment pin.
Thus. connecting the device as in Fig. 11.26b gives Vo = VAD! + 1.25 V. By the

r.,

r.,

Ou' I----J'/'-------;Q

Conlroll- ~

7SGIn
r.,

for Vo = 5 V and is called 7805; likewise, R20 = 10 kG yields the 7815 15-V
regulator. and R20 = 7 kG yields the 7812 12-V regulator.

5. QI3, along with the biasing network consisting of DI and Q12. functions as the
start-up circuit. At power tum-on. Q13 brings up the voltage-reference section
and also turns on the series element Q16-Q17 via the current mirror QS-Q9. This
causes Vo to swing positive. until negative feedback takes over and turns off
Q13. which thus remains inactive during normal operation.

Figure 11.24 shows the electrical characteristics of the 7805.
The /LA78G is similar to the 7800. except that RI9 and R20 are omitted and

the base of .Q6. referred to as the con/rol pin, is made accessible to the user for
the external setting of Yo. Called afour-terminal adjustable regulator, the device is
especially useful in remote sensing. As depicted in Fig. 11.25. mounting the feedback
network right across the load and equipping it with separate returns will ensure a
regulated voltage VREG = (I + R2/ RI)5 V right at the load, irrespective of any
voltage drops across the stray resistances rJ of the wires. The four-terminal version
of the 7900 negative regulators is called the /LA79G.

Another popular class of products is offered by three-terminal adjustable regu­
lators. of which the LM317 positive regulator and the LM337 negative regulator
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FIGURE tl.17

Block-diagram of a low-dropoul (LOO) regulator.
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nt;URIi 11.26
Funclional diagram and Iypical conneelion of Ihe LM317 Ihree-terminal adjuslable regulator.
(Courtesy of National Semiconductor.)

LDOs are often used to provide postregulation of the noisier oulpulS of switching
regulators.

superposition principle. VADJ =Vo/(l +RI/R2)+(RIII R2)(50/-LA). Eliminating
VADJ gives

11.5
LINEAR-REGULATOR APPLICATIONS

C,
0.1 ~F

( 11.23)

The purpose of RI and R2. besides selling the value of Yo. is to provide a conductive
path toward ground for the quiescent current of the error amplifier and the remaining
circuitry in the ahsence of a load. The data sheets recommend imposing a current of
5 rnA through R I to meet this requirement. One can then verify that the effect of the
50-/-LA current becomes negligible, so Vo = (I + R2IRI) 1.25 V. By varying R2.
Vo can be adjusted anywhere between 1.25 V and 35 V.

LaS/ly. we mention low-dropout (LDO) regulators. As we know. the dropout volt­
age Voo is the minimum voltage difference between input and output under which
the circuit is still able to reiulate within specification. For instance. Fig. 11.24
shows that at I () =I A the /-LA7805 has Voo =2.5 V maximum, indicating that
Vt must never be allowed to drop below Vt(min) =VREG + Voo =7.5 V. In
automotive applications. VI is obtained from a car ballery whose voltage can easily
drop from its nominal rating of 12 V to as lillIe as 6 V, especially during "cold
crank" conditions. Moreover, there are applications in which it is desired to oper­
ate a regulator as efficiently as possible. As illustrated in Fig. 11.27. LDO positive
regulators minimize Voo by using a pnp BIT as the series element and allowing it
to operate all the way to the edge of saturation to achieve Voo ~ VEC(sal)' which
is usually on the order of a few tenths of a volt. To avoid using Rsc • which would
increase Voo. the pnp BJT is equipped with an additional small-area collector to
provide collector-current sensing information for the overload protection circuitry.

The primary application of voltage regulators is in power supplies. especially dis­
tributed supplies. where the unregulated voltage is brought to different subsystems
to be treated locally by dedicated regulators. Aside from a few simple requirements.
a linear regulator is generally casy lu use. As exemplified in Fig. 11.28. the device
should always be equipped with an input capacitor to reduce the effects of stray
inductance in the input wires, especiall)' if the regulator is located away from the
unregulated source, and an output capacitor to help improve the response to sudden
load-current changes. For best resuhs. use thick wires and traces. keep the leads
short, and mount both capacitors as close as possible to the regulator. Depending
on the case. heat-sinking may be required to keep the internal temperature within
tolerable levels.

71lO5
VnlOgulaled inpul 0--_+--1 In Out 1-2_.-_--0 Regulated QUlput
(7.5Vto35V) (5V.O'oIA)

C 1 Common

0.33~FC 3

~-.Jo..__

FtGURE 11.11

lYpical circuit conneetion of the /LA7805 vohage regulator. (Copyright.
Fairchild Semiconductor Corporation. 1982. Used by permission.)
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voltage across R at k VREG, where k represents the fraction of the potentiometer
between the wiper and the regulator's output, 0 :5 k :5 1. Consequently, the circuit
gives

EXAMPLE 11.13. The circuit of Fig. 11.29b uses an LM317 1.25-V regulator, whose
ratings are Voo = 2 V and line regulation = 0.07%N maximum. Assuming a IO-kfl
potentiometer, an op amp with CMRR.to ~ 70 dB, and ±15-V suppli..., specify R for
an adjustable current from 0 to I A; next, find the volloge compliance and the minimum
equivalent resistance seen by the load for the case k = I.
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0- -­
R

regardless of VL. provided no saturation effects occur. We thus have an adjustable
current source, and its voltage compliance is VL :5 Vee - Voo - kVREG. Ifa current
sink is needed, then we can use a negative regulator. To maximit.e the compliance
for a given Vee, use a regulator with low Voo and VREG. An adjustable regulator
of the 317 or 337 type is a good choice.

(11.24)

Power Sources

With the help of a few external components, a voltage regulator can, like a voltage
reference, by configured for a variety ofvoltage source orcurrent source applications,
the main difference lying in the much higher currents available.

A regulator is configured for a higher output voltage by raising its common
terminal to a suitable voltage pedestal. In Fig. 11 .29a we have Vo = VREG + R2 x
Vo/(RI + R2), or

The role of the op amp. which is powered from the regulated output to eliminate any
PSRR and CMRR errors, is to prevent the feedback network from being loaded by
the common terminal. However, if the current of this terminal is sufficiently small,
as in the case of adjustable regulators such as the LM317 and LM337 types, then
we can do without the op amp and the circuit simplifies to the familiar form of
Fig. 11.26b.
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FIGURE IU9

Configuring a regulator (a) as a power vollage source, and (b) as an adjustable power current
source. (11.26)

The power dissipated in the base-collector junction of the series-pass BJT is con­
verted into heat, which raises the junction temperature TJ. To prevent. permanent
dama~e to the BIT, TJ must be kept within a safe limit. For silicon devices, this
limit) is in the range of 150°C to 200 0c. To avoid excessive temperature buildup,
heat must be expelled from the silicon chip to the surrounding package structure
and from there to the ambient. At thermal equilibrium, the temperature rise of
a constant-power dissipating BIT with respect to the ambient can be expressed
as

Thermal Considerations

SoIudon. R = 1.25 fl,I.25 W(use 1.24fl,2W). V, :515-2-1.25= 11.75 V. A I-V
change in V, causes a worst-case change in 10 of (1.25 x 0.07/100+ 10-70/ 20)/1.25 =
0.953 rnA, so Ro(ml., = (I V)/(0.953 rnA) = 1.05 kfl.

(bl

Vee

R,

(a)

H-----<~Vo

EXAMPLE lI.n. Assuming a 7805 regulator in Fig. 11.29a, specify suitable compo­
nents for Va = 15.0 V. What is the permissible range for Vee? Comment on the line
and load regulation.

Solution. Use a741 op amp with R, = IOkfl and R, = 20 kfl. For the exact adjustment
of Va, interpose a I-kfl potentiometer between R, and R" and connect the noninverting
input to the wiper.

Figure 11.24 gives Voo = 2 V, so the permissible input range is 17 V:5 Vee:5 35 V.
The percentage values of the line and load regulation are the same as for the 7805;
however, their mV/V and mV/A values are now I + R,/R, = 3 times as large.

In Fig. 11.29b the op amp bootstraps the regulator's common terminal with
the voltage VL developed by the output load, and the regulator keeps the

where TJ and TA are the junction and ambient temperatures, PD is the dissipated
power, and 0JA is the junetion-to-ambient thermar,esistance, in degrees Celsius
per wall. This resistance, representing the amount of temperature rise per unit of
dissipated power, is given in the data sheets. For instance, forOJA = 50°ClW the chip
temperature rises above the ambient temperature by 50°C for every wall ofdissipated
power. if TA = 25°C and PD = 2 W, then TJ = TA + 0JA PD = 25 + 50 x 2 =
125°C. We can also regard OJA as a measure of a device's ability to expel heal. The
lower IIJA, the smaller the temperature rise for a given PD. It is apparent that 0JA and
TJtmo.l set an upper limit on Po for a given TAtmo.)'

The heat-transfer process can be modeled with an electrical-conduction analog
where power corresponds to current, temperature to vollage, and thermal resistance
to ohmic resistance. This analogy is il\ustrated in Fig. 11.30 for the case of free-air
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EXAMPLE 11.14. (0) According to Fig. 11.24. T/l'~'l = 150 "C for the jJ.A7805.
Assuming TAl...., =50 "C. find the maximum power that a TO-220 package operat­
ing in free air can dissipate. What is the corresponding case temperature T,:! (b) Find
the maximum current that can be drawn from the device if V, = 8 V.

Solution,

(0) Pi"....' = (T/,,,w., - TAl....,)/9/A = (150- 50)/6() = 1.67 W. By KVL. Tc =
T/ - 9/cP. = 150 - 3 x 1.67 = 145"C.

(b) Ignoring the current at the common terminal, we have Po ;: (V, ~ Vo)/a, so
10 ~ 1.67/(8 - 5) =0.556 A.
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FIGURE 11.30
(a) Electrical analog of heat flow. (b) Typical package structure operating in
free air.

(a) (b)

In Ihe case of free-air operation, heal encounters much more resistance in prop­
agating from case 10 ambienl Ihan from junction 10 case. The user can reduce HeA
significantly by means of a healsink. This is a metal slruclure, usually wilh fins, Ihal
is bonded. clipped, or clamped 10 Ihe device package to facililale heal flow from case
10 ambient. The effecl of a healsink is ilIuslraled in Fig. 11.32. While (JIC remains
lhe same. (Jelt is allered significantly as

( 11.28)

Mounting
surface

! !
Fins_

Case

Heatsink

(Jelt = (Jes + (JSA

Tr····L

Te .. L .
TsI' ff

where (Jes is Ihe Ihermal resislance of Ihe mounling surface and (JSA is Ihal of Ihe
healsink. The mounling surface is usually a thin insulating washer of mica or liber­
glass 10 provide electrical isolalion belween Ihe case, which is inlernally connecled
10 the colleclOr, and lhe sink. which is often bonded 10 Ihe chassis. Usually smeared
wilh healsink grease 10 ensure inlimale Ihermal conlacl. Ihe mounting surface has a
Iypical thermal resislance of less Ihan I °CIW.

Healsinks are available in a variely of shapes and sizes, wilh Ihermal resistances
ranging from aboul 30 °CIW for Ihe smaller Iypes 10 as lillie as 1 °CIW or less for

(11.27)

10-220
(Molded plastic)

(JIlt = (JIC + (JCIt

TO-3
(Metal can)

~.

where (JIC is Ihe Ihermal resislance from junction to case. and (JCIt Ihal from case
10 ambient. Using Ohm's law and KVL. we can find Ihe lemperalure al any poinl of
Ihe heal-flow palh once Ihe olher paramelers are known. If Ihe palh involves more
than one resislance, Ihe net resistance is Ihe sum of the individual resistances.

The componenl (JIC is sel by device layoul and packaging. To help reduce (JIC,

Ihe device is encapsulaled in a suilably large case, and Ihe colleclor region, where
moSI of the heal is dissipaled, is placed in direcl contacl with Ihe case. Figure 11.31
shows Iwo popular packages, along wilh their Ihermal ralings for Ihe case of lhe
/.LA7800 and /.LA7900 series. Data sheels usually give only (JIC and (JIlt; Ihen. we
can compute (JCIt = (JIlt - (JIC·

operalion, Ihat is. wilh no provisions for cooling. The Ihermal resislance (JIlt consists
of IWO componenls.

FIGURE 11.31

Heat-flow electrical analog of a package mounted on a heatsink.

FIGURE 11.31
Two popular power packages. For the jJ.A7800 series. the typ­
ical (maximum) thermal-resistance ratings are: TO· 3: 9/c =
3.5(5.5) °C/W. 9/A =40 (45) °C/W; TO-220: 9/c = 3.0 (5.0) "C/W.
9/A =60 (65) "C/W.

(a) (b)



OVIUV Sensing and Line-Loss Detection

FIGURE 11.33

Simplified diagram of Ihe MC3425 power-supply supervisory/over-under-voUage protection
circuit. (Courtesy of Motorola, Inc.)

Whereas the UV comparator CMP4 has an open-collector output, the OV com­
parator CMP2 has an overload-protected output booster to drive an external silicon
controlled rectifier (SCR) crowbar for emergency power shutdown.
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200
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Sen..
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Figure 11.34 shows a typical 3425 connection for 6v protection and UV sensing.
The OV channel trips whenever Vcc lries 10 rise above a level Vay such that
Vay/(I + R2/Ril = VREF,or

VOY = (I + =~) VREF

If the OV condition persists for the entire delay TOY as set by COY. the MC3425
fires the SCR, which in tum shorts out Ihe voltage regulator and blows the fuse. thus
protecling the load against prolonged over-voltage and the unregulated inpul source
againsl prolonged overload.

,

SulutiolL HJA<'~" = (125 - 60)/[(12 - 5)0.8] = 11.6 °ClW. Use IheTO-220package.
which is cheaper and offers bellerthenoal resistance. Then, ileA = lilA -lile = 11.6-5 =
6.6 "crw. Allowing 0.6 "crw for Ihe thermal resistance of the mounting surface. we are
len with liSA = 6 "crw. According 10 the catalogs. a suilable healsink example is Ihe
JERC HP I series. whose liSA rating is in Ihe range of 5°crw 10 6 °crw.

t:XAMPI,F. 11.15. AI.A7805 regulator is 10 meellhe following requirements: TAlmo" =
60"C. hJIIII,n) :::::: O.K A. V'imall) = 12 V. and T)lmu) = 125°C. Select a suitable package­
healsink comhinalion.

TOlY = 12. 5OOCOlY (11.29)

where COlY is in farads and TOLY in seconds. For instance. using COlY = 0.01 /LF
yields TillY = 125 /LS.

Power-Supply Supervisory Circuits

The forms of protection discussed in Section 11.4 safeguard the regulator. A well­
designed power-supply system will also include circuitry to safeguard the load
and 10 monitor satisfactory power-supply performance. The functions typically re­
quired are over-voltage (OV) protection, under-voltage (UV) sensing. and ac line
loss detection. The MC3425 (Motorola) is one of a variety of dedicated' circuits
known as power-supply supervisory circuits designed to assist the designer in this
task.

As shown in Fig. 11.33, the circuit consists of a 2.5-V bandgap reference
and Iwo comparator channels, one for OV protection and the other for UV de­
teclion. The input comparators CMPI and CMP3 have open-collector outputs with
200-1' A active pullups. These outputs are eXlemally accessible to allow indepen­
denl adjustment of the response delays of the two channels in order to prevent
false triggering in noisy environments. The delays are established by connecting
Iwo capadlors between these oulputs and ground, as shown in the subsequent fig­
ures.

Under normal conditions these outputs are low. Should. however, an OV or UV
condilion arise, either CMP\ or CMP3 will switch its output BJT off to allow the
corresponding delay capacitor to charge by the 200-/LA pullup. Once the capaci­
tor voltage reaches VREF. the corresponding output comparator fires, signaling that
Ihe emergency condilion persisted for the entire delay of that channel. The delay
of cither channel is obtained via Eq. (10.2) as TOlY = COly(2.5 V)/(200 /LA),

nr

Ihe lruly massive units. Thermal resistance is specified for the case of a heatsink
mounted wilh fins vertical and with unobstructed airflow. Forced air cooling reduces
Ihermal resistance further. In the limiting case of infinite heatsinking and a thermally
perfect mounting surface, BCA would approach zero and the device's ability to expel
heat would be limited only by OJC. The package-heatsink combination best suited to
a given application is determined on the basis of Ihe maximum expected power dissi­
pation, the maximum allowable junction temperalure, and the maximum anticipated
ambienl temperature.
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FIGURE 11.34
Over-vohage protection and under-vohage sensing using the MC3425.

Likewise, the UV channel trips whenever Vee drops below

Vuv = (I + ::) VREF (11.31)

Once tripped, CMP3 also activates an internal circuit that sinks a current 1H =
12.5 /1A from the UV sense input pin. This current is designed to load down the
voltage of this pin in order to produce hysteresis and. therefore. reduce challer. The
hysteresis width is

(11.32)

(u)

v,

'"ff\ot\lSlyn/\, ,
, I
, I

Ys I I

2S V G---ca---;1--zLuh-j---;;---;;--

• I

• I

Thus. once CMP3 fires as a result of Vee dropping below Vuv, it remains in that
state until Vee rises above Vuv + t.Vuv· Unless this happens within the delay Tuv
as set by Cuv. CMP4 also fires and causes the LED to glow. Once Vee returns above
Vuv + t.Vuv. CMP3 returns to the original state and deactivates IH·

PFAIL

l_-----'-----'--_~. I

In microprocessor-based ~stems. ac line loss, whether lotal (blackout) or partial
(brownout), must be detected in time to allow the salvage of vital status information
in nonvolatile memory, as well as disable any devices that might be adversely affected
by underpowered operation, such as motors and pumps. The circuit of Fig. 11.35a
monitors the ac line via a center-tapped transformer (which can be the very trans­
former involved in tbe generation of the unregulated input to the voltage regulator)
and uses the UV channel to detect line loss. Circuit operation is best understood with
the help of the waveforms of Fig. Il.35b.

The delay capacitor Cuv is chosen to be large enough so that, under normal line
conditions. it does not have enough time between consecutive ac peaks to charge
past 2.5 V. This is also referred to as retriggerable one-shot operation. However,
should the line drop to the extent of causing the peaks at the UV sense pin 4 to drop

I
EXAMPLE 11.16. In Fig. 11.34 specify suitable components for an OV trip level of
6.5 V with a 100-/1s delay, and a UV trip level of 4.5 V with a 0.25-V hysteresis and a
500-/lS delay.

Solution. The above equations give Cov = 8 nF, R,/ R, = 1.6. R,/ R3 =0.8, R311 R, =
20 tn, Cuv = 40 nF. Use Cov = 8.2 nF, Cuv = 43 nF, R, = 10.0 tn, R, = 16.2 tn,
R3 ~ 45.3 tn, R, = 36.5 tn.

(b)

FIGURE 11.35

Over-voltage protection with ae line-loss detection circuit. and typical waveforms.

below the 2.5-V threshold. Cuv will fully charge and trigger CMP4. thus issuing
a PFAIL command. This can be used to interrupt the microprocessor and iniliale
appropriate power-fail routines.

11.6
SWITCHING REGULATORS

As we know. in a linear regulator the series-pass transislor transfers power from VI
to Vo continuously. As depicted in Fig. 11.300, the BJT operales in the forward­
active region, where it acts as a controlled current source dissipating the power
P = VeE1e + VBEIB. Ignoring the base current and the current drawn by the
control circuitry compared to the load current 10. we can write P :::: (VI - Vo)lo.
As already seen, it is precisely this dissipalion that limits the efficiency of a linear
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If we view the switch-coil-diode combination as a T structure. then, depending on
which leg is occupied by the coil, we have the three topologies of Fig. 11.37, called.
for reasons to be justified shortly, the buck. boost. and buck-boost topologies; clearly,
the circuit of Fig. 11.36b is a buck circuit. Though the topologies are shown for
operation with VI > 0, they can readily be configured for VI < 0 by proper reversal
of the switch and diode polarities. Moreover, a wide range of variants 12. IJ can be
obtained by suitable modification of the coil and switch structures. To gain more
insight. we focus on the buck topology, though similar analysis can be applied also to
the other topologies. Assuming VI > Va, we can describe buck operation as follows.

•

Basic Topologies

(bl
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FIGURE 11.36

Linear regulator and switching regulator.

regulator to

VA
ry(%) = \00- (11.33)

VI

For example. with VI = 12 Yand Va = 5 Y, we get only ry = 41.7%.
As we know. proper operation requires that VI ~ Va + Voo, where Voo is

the dropout voltage. A linear regulator of the low-dropout (LDO) type can be made
to operate efficiently by powering it with a preregulated voltage near Va + Voo.
However. in the absence of any preregulation. VI may vary well above Va + Voo,
making even an LDO regulator inefficient when VI is at its maximum.

Switching regulators achieve higher efficiency by operating the transistor as a
periodically commutated switch. In this case the BJT is either in cutoff, dissipating
P :::= Vale :::= (VI - Va) x 0 = 0, or in saturation, dissipating P :::= VSATle,
which is generally small because so is the voltage VSAT across the closed switch.
Thus, a switched BJT dissipates much less power than a forward-active BJT. The
price for switch-mode operation is the need for a coil to provide a high-frequency
transfer of energy packets from VI to Va. and a smoothing capacitor to ensure a
low output ripple. However. Land C manipulate energy without dissipating any
power, at least ideally. Consequently. the combination of switches and low-loss
reactive elements makes switching regulators inherently more efficient than their
linear counterparts.

Switch-mode regulation is effected by adjusting the duty cycle D of the switch.
defined as

L

lal

D

(bl

Ie)

tON tON
D = = - = fStON (11.34)

tON + tOFF Ts

where tON and tOFF are the time intervals during which the transistor is on and off;
Ts = tON + tOFF is the duration of a switch cycle; and fs = I/Ts is the operating
frequency of the switch. There are two ways of adjusting the duty cycle: (a) in
pulse-width modulatinn (PWMl. fs is kept fixed and tON is adjusted; and (b) in
pulse-frequency modulation (PPM). tON (or tOFF) is fixed and fs is adjusted. It is
apparent that switching regulators require more complex control circuitry than their
linear counterparts.

FIGURE t 1.l7
Basic switching-regulator topologies: (a) buck.
(h) boost. and (c) buck-boost.

During tON the switch closes and connects the coil to VI. The diode is off. so
the situation is as in Fig. 11.38a. where VSAT is the voltage drop developed by the
closed switch. During this time, current and magnetic energy build up in the coil
according to the familiar laws diLldt =vLI Land WL = (I/2)Lir. If VI and Vo do
not change appreciably during a switch cycle. the coil voltage vL remains relatively
constant at VL = VI - VSAT- Va. We can replace differentials with finite differences



" ,

539

SECTION II. 6

Switching
Regulators

(11.41)

(b)

"~00, ~ .,
I' II- "

ION 'OFF

II = (Vol Villo

(a)

I;~'L__-J
h -1- -- --- I1iL

I ----
I I
I Io ,

II. .1

IoN 'off

FIGURE 1\.39

Current waveforms for Ihe three basic topologies: (a) continu­
ous conduction mode (CCM), and (b) discontinuous conduction
mode (DCM).

EXAMPLE 11.17. Given a buck regulator with V, = 12 V and Vo = 5 V, lind D if
(a) the switch and diode are ideal, and (b) VSAT = 0.5 Vand Vf · = 0.7 V. «0) Repeat (a)
and (b) if 8 V ~ V, ~ 16 V.

Solution.

(a) By Eq. (11.40), D = 5{12 = 41.7%.
(b) By Eq. (11.37), D = 46.7%.
(e) Th. same equations give. for the two cases, 31.2% ~ D ~ 62.5%, and 35.2% ~

D~69.5%.

Given that 0 < D < I, the buck regulalor yields Vo < VI and lhe boost regulator
Vo > VI, these being the reasons for their names. By analogy with transfonners,
the buck and boost circuits are also referred 10 as step-down and step-up regulalors. In
the buck-boost circuit the output magnitude can be smaller or greater than the input
magnitude, depending on whether D < O.S or D > 0.5; moreover,the output polarily
is opposite to that of the input, so this regulator is also called an inverting regulator.
Note that boost and polarily inversion are not possible with linear regulators!

In the ideal limit of lossless components and zero power dissipation by the
control circuitry, a switching regulator would be 100% efficient, giving Po = PI,
or Volo = VIII. Wriling

provides an estimate for the current drawn from the input source.

(11.40)

(11.38)

(11.39)

(b)

D
Vo =---VI

1- D

(a)

.'WURE 1\.38
Equivalent circuits of the buck regulator when SW is (a) closed and (b) open.

and write l1i L = vLl1t I L, so dunng tON the coil current increases by

VI- VSAT- Vo
l1idtON) = L tON (lI.3S)

Recall from basic physics that current in a coil cannot change instantaneously.
Consequently, when the switch is opened, tire coil will develop whatever voltage
it takes to maintain the continuity of its current. As the magnetic field starts to
collapse, diLldt changes polarity and so does vL, indicating that the coil will swing
the voltage of its left tenninal negatively until the catch din<!< tu.ms ?n to provide
a path in which the coil current can continue to flow. The sUuallon ts.deplct~d tn

Fig. 11.38b.. where VF is the voltage drop developed by the forward-biased dtode.
The coil vOltage is now vL = - VF - Vo, indicating a coil current decrease

VF+ Vo
l1idtOFF) = L tOFF (11.36)

Figure 11.39a shows the switch, diode, and coil current wavefonns for the case
in which the coil current never drops to zero, a situation referred to as continuous
conduction mode (CCM).

Once the circuit has reached sleady-state operation following power turn-on, we
have l1idtoN) = -l1idtOFF) = l1iL, where l1iL is called the coil current ripple.
Using Eqs. (11.34) through (I 1.36) gives, for the buck regulator,

Vo = D(VI - VSAT) - (I - D)VF (11.37)

Turning next to the boost topology of Fig. 11.37b, we note that the coil volt­
age, agaUl assumed positive at the left, is VL = V, - VSAT during tON, and VL =
V, - (VF + Vol during tOFF. Proceeding as in the buck case, we find, for the boost
regulator, ..

I
Vo = --(VI - DVSAT) - VF

1- D
Likewise, the coil voltage in Fig. 11.37c. assumed positive at the top, is VL =
VI - VSAT during tON, and VL = Vo - VF during tOFF. Consequently, we have, for
Ihe buck-boost regulalor,

D
Vo =---(VI - VSAT) + VF

1- D
In the ideal limits VSAT -+ 0 and VF -+ 0 the above equations simplify, respec­

lively, 10 the following lossless characteristics.
I

Vo = 1 _ D VI
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L = Vo(l - VoIV/l (11.43)
Is~11-

Proceeding in similar manner, we find, for the boost regulator,

L = VI(I - Vi/Vo) (11.44)
Is~11-

and for the buck-boost regulator,

L = VII(I - VIIVo) (11.45)
IsMI-

The choice of L is usually a tradeoff between maximum output power with mini­
mum output ripple. and small physical size with fast transient response. 13 Moreover,
increasing L for a given 10 will cause the system to go from DCM to CCM. A good
starting point is to choose the current ripple ~II-, and then use the proper equation
to estimate L.

There are various criteria for specifying ~II-. One possibility 13 is to let ~II- =
O.21I-(max), where II-(m".) is dictated either by the maximum output current rating
of the regulator, as per Eq. (11.42). or by the maximum peak-current rating of the
switch, as per 1p = 11- + ~i I- 12. The switch rating becomes important especially
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Solution. At fuUload, h = (l2{5)1 = 2.4 A. Let i!>iL = 0.2h = 0.48 A. Then,
Eq. (11.44) gives L = 61jtH. At fuUload the coil must withstand l p = h + i!>iL/2 =
2.64 A, and 1.... = [It + (i!>iL/JTI)2)'/2;;;; h = 2.4 A. Moreover,101m,., = 0.1 A.

EXAMPLE 11.18. Specify a coil for a boost regulalor with V, =5 V, Vo = 12 V,
10 = I A, and Is =100 kHz. What is the minimum load current 101m;.) fO( continu­
ous operation']

To estimate a suitable value of C in the buck topology of Fig. 11.37a, we observe
that the coil current splits between the capacitor and the load as II- = ie + io. In
steady state the average capacitance current is zero and the load current is relatively
constant. We can therefore write ~ie = ~II-, indicating that the ie waveform is
similar to the II- waveform, except that Ie is centered about zero. The ie ripple causeS
a voltage ripple ~ve = (l/C) f ledt, where integration is from tON/2 (where ve
reaches its minimum) to tOFF/2 (where ve reaches its maximum). We easily find
the area as fie dt = 1/2 x (toN/2 + tOFF/2) x ~11-/2 = ~iI-/8/s. This gives.
for the buck regulator,

in step-up situations. where h may be considerably larger than 10. Alternatively,
to avoid discontinuous operation, we can let ~II- =21O(min). where 10(min) is the
minimum anticipated load current. Other criteria13,14 are possible, depending on the
type of regulation as well as the goals of the given application.

Once the value of L has been chosen, a coil must be found that can handle both
the peak and rms values of 11-. The peak value is limited by core saturation, for ifthe
coil were to saturate, its inductance would drop abruptly, causing an inordinate rise
in II- during tON. The rms value is limited by losses in the windings and the core.
Though the coil has traditionally been perceived as a very intimidating issue, modem
switching-regulator data sheets provide a wealth of useful information to ease coil
selection, including coil manufacturers' addresses and specific part numbers...

Capacitor Selection

C=~ (11.46)
8/s~ve

In the boost topology of Fig. 11.37b the coil is disconnected from the output
during tON, so the load current during this time is supplied by the capacitor. Using
Eq. (10.2), we estimate the ripple as ~vc = 10tON/C. But, tON = DIIs and
D = I - VI I Vo, so we have, for the boost regulatm',

C = 10(1 - Vi/Vol (11.47)
Is~vc

Similar considerations hold for the buck-boost topology, so

C = 10(1 - Vi/Vol (11.48)
IsMc

The above equations give C for a specific ripple ~vc. Practical capacitors exhibit
a small equivalent series resistance (ESR) and a small equivalem series Inductance
(ESL), as modeled in Fig. 11.40. The ESR contributes an output ripple term of the
type ~VESR = ESR x ~Ic, where ~Ic is the capacitor ripple current, indicating

I

(11.42)h = 10

Two observations should provide better insight into the role of L: (a) The coil must
carry some average current 11- i- 0 in order to feed the load; in fact, with reference
to the continuous mode shown in Fig. 11.39, one can prove (see Problem 11.31) that
the buck, boost, and buck-boost circuits are characterized, respectively, by

Vo (Vo)h=-lo h= 1-- 10
VI VI

(b) In steady state the average coil voltage VI- must be zero.
Should a line or load fluctuation intervene, the controller adjusts the duty cycle

D to regulate V0 in accordance with Eq. (11.40), and the coil adjusts II-to meet
the load-current demands in accordance with Eq. (11.42). By the inductance law
II- = (I I L) f vI- dt, the coil adjusts its average current h by integrating the volt­
age imbalance brought about by the fluctuation; this adjustment continues until the
average coil voltage VI- is driven back to zero.

We can picture the effect of a rise or drop in 10 as an up or down shift of the II­
waveform of Fig. 11.39a. If10 drops to the point of making h = ~11-/2, the bottom
of the II- waveform reaches zero. Any further decrease of 10 below this critical value
will cause the bottom of the II- waveform to become clipped, as in Fig. 11.39b, a
situation referred to as dl.,contlnuous conduction mode (DCM). We observe that in
CCM Vo depends only on D and VI, regardless of 10. By contrast, in DCM Vo
depends also on 10, so D will have to be reduced accordingly by the controller;
failing to do so would cause, in the limit of an open-circuited output, Vo ..... VI for
the buck, Vo ..... 00 for the boost, and Vo ..... -00 for the buck-boost regulators.

To estimate a suitable value of L, it is convenient to assume VSAT = VF = O.
Then, for a buck regulator in steady state, Eqs. (11.35) and (11.36) give tON =
L~II-/(VI - Vo) and tOFF = L~II-I Vo. Letting tON + tOFF = Ills gives, for the
buck regulator,
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the need for low-ESR capacitors. The ripple 6vc across C in Fig. 11.40 and Ihe
ripple 6 VESR across ESR combine to give an overall ripple Vro at the output. For an
estimation of the maximum allowed ESR, a reasonable approach 13 is to allow! of
Vr• to come from 6vc, and ~ of Vro from 6VESR.
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.'IGURE 11.40

A practical capacitor has
an equivalcm series resis­
tance ESR and inductam:e
ESL.

EXAMPI.E 11.19. In Ihe boost regulatur of Example 11.18, specify a capacitor for an
output ripple V", == 100 mY.

Solulion. At fuUload and wilh livc == (1/3)V,,, == 33 mY, Eq. (11.47) gives C =
1771'1' Forthe boost regulalur we have liic = iii" = Ip , so al fuUluad iiic = 2.64 A.
Then, ESR = (67 mY)/(2.64 A) == 25 mO.

The C and ESR requiremenls may be difficult to meel simultaneously, so we can
either increase the size of the capacitor, since larger capacitors tend to have smaller
ESRs, or we can filter out the existing ripple with an addilional LC stage at the
output.

A well-constructed switching regulator will include an I.e filter alsllat the inpul,
both to ease the output-impedance requirements of the source VJ and to prevelltlhe
injection of electromagnetic interference (EMI) upstream of the regulator. This is
iIIustrated t5 in Fig. 11.41 for the three basic topologies operating in CCM (the
waveforms pointing to arrows are element currents, Ihe others are node voltages).
We observe that the most taxing situation for a capacitor is when it is in series with
eilherthe switch or the diode. When it is in series with the coil, as at the input of the
boost or at the output of the buck topology, the tiltering action provided by Ihe coil
itself results in a smoolher waveform. It follows Ihat the buck regulator enjoys the
lowest output ripple of the three topologies.

Efficiency
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Ie)

.'I(;URE .1.41

Typical wavefurms for Ihe (a) buck, (b) boosl, and (e) buck·boost regulators. (Cuurtesy of
Linear Technulogy.)

(11.50)

(11.49)
P

1](%) = u
Pu + Pdiss

Pdiss = Psw + Po + Pcoil + Pcap + Pcontroller

where Po =Vola is the power delivered to the load, and

The efficiency of a switching regulator is found as

is the sum of the losses in the switch, the diode, the coil, the capacitor, and the switch
controller.

Switch loss is the sum of a condualion component and a swilching compo­
nent, or Psw = VSAT/SW + fsWsw. The conduction component is due to the
nonzero voltage drop VSAT; for the case of a saturating BJT switch this component
is found as VCE(sa,jlSW(avg), and for the case of a FET switch as fOSIOn)/§w rmsj'
The swilching component is due to the nonzero rise and fall times of the vo~tage
and current waveforms of the switch; the resulting waveform overlap causes the per­
cycle dissipation of an energy packet l4 Wsw:;:: 26vsw6isw'sw, where 6vsw
and 6isw are Ihe swilch voltage and current changes, and IS w is the effective overlap
time.

Diode dissipation is likewise 13 Po = Vf·lf'(avg) + fsW/J, Wo :;:: VRIFIRR,
Where VR is the diode reverse voltage, If' the forward current at lurn-off, and IRR the
reverse recovery time, Schottky diodes are good choices because of their inherently
lower voltage drop Vf' and the absence of charge-storage effects.

Capacitor loss is Pcap = ESR!1(nns)' Coil loss consists of two tenns, namely,
the copper loss Reuil/f(rms) io the coil resistance, and core losses, which depend
?n the coil current as well as fs. Finally, the controller contributes V, IV where 1<,2
IS the average current it drdws from V" exclusive of the switch.

la)
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EXAMPI.E 11.211. A buck regulatorwitb V, = 15 V, Va = 5 V,lo = 3 A, Is = 50kHz,
and IQ = 10 rnA, uses a switch with \f<AT = I V and Isw = 100 ns, a diode with
V, = 0.7 V and IRR = 100 ns, a coil with R"", = 50 mO and !!iL = 0.6 A, and a
capacitor with ESR = IIX) mO. Assuming core losses of 0.25 W, find q and compare
with a linear regulator.

Solution, Eq. (I U7) gives D = 38.8%. Then. Psw =0 VSATDlo + 2/sV, lolsw =
1.16+0.45 = 1.61 W; P" =0 V,..(1 - D)/" + I,V,loIRR = 1.29+0.22 = 1.51 W;
p". = ESR(!!i/./J!2)' = 3 mW; PmH = Rm;, x (6iL/J!2)2 + 0.25 W =0 0.25 W;
Pm"''''k. = 15 x 10 = 0.15 W; Po = 5 x 3 = 15 W; Pd,,, = 3.52 W; q = 81%.

A linear regulah>r would have '/ = 5/15 = 33%, indicating that to deliver 15 W
of useful power it would dissipale 30 W, while the switching regulator of our example
dissipates only 3.52 W.

11.7
MONOLITHIC SWITCHING REGULATORS
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process over the frequency range of interest, the control-to-output transfer function
is (see Problem 11.36)

FIGURE 11.43
Equivalent circuit of a buck regulator operating in
CCM with vollage-mode control.

where Vsm is the peak value of the sawtooth. We observe that the presence of L and
C within the loop results in a complex pole pair, and the presence of ESR results in
a zero,

The function ofthe erroramplifier is to ensure high-loop gain for good regulation,
and adequate phase margin for stability. The error amplifier exemplified in Fig. 11.44
has a pole frequency at the origin to ensure high dc gain, two zero frequencies at
Wt and lJJ2 to provide phase lead in the vicinity of the crossover frequency, and two

(11.52)

(11.51)

·0

I
Wz = ESRC

Vo VI I + jwJwz
Hco = V

c
= -V

s
-
m

x -1---(-w,.-JWO....,...)2r+--'-(J--".w'-J...,.wo-:)-:J-=Q

I
Q = -=---=:-:-;~

(Rcoit + ESR)..[C7L

I
WO = .,fIT

FIGURE tt.u
\bltage-mode control, and typical waveforms.

Voltage-Mode Control

Monolithic switching regulators are available in a wide range of performance speci­
fications. For switch currents of up to a few amperes, the switch is usually provided
on-chip, along with the control circuitry. All the user needs to provide, then, is the
coil, the output filter capacitor, the input bypass capacitor, and the catch diode, usu­
ally a Schottky type. When higher currents are called for, the switch is provided
externally by the user, and it may be either a power BJT or a power MOSFET. FETs
are generally preferable because the absence of second-breakdown limitations and
charge-storage effects allows for higher switching frequencies, and hence, smaller
energy-storage elements, particularly smaller coils. To minimize power loss, use a
FET with a suitahly low rVS(nn).

Component layout and orientation are extremely critical in switching regulators,
so manufacturers provide printed-circuit-board layouts and component-stuffing di­
agrams. Moreover, to foster switching regulator applications, computer ~rograms
are availahle, such as the SwitcherCAD program by Linear Technology I and the
Switchers Made Siml,!e program by National Semiconductor. 16

Though the market offers both pulse-width modulation (PWM) and pulse­
frequency modulation (PFM) controllers, the majority of regulators at present are
PWM controllers operaling at a lixed frequency Is in the range of 104 to 106 Hz.
This frequency is chosen as a compromise between small coil/capacitor size on
the one hand. and low switching losses and reduced EMI and RFI on the other.
There are two types of PWM control, namely, voltage-mode and current-mode
control.

Voltage-mode conlrol,I7 exemplified in Fig. 11.42 for the buck topology operating
in the continuous conduction mode (CCM), controls 'ON by modulating a sawtooth
waveform VS offrequency Is with the error-amplifier output ve. To gain a beller feel
for the various issues involved. refer to the simplified equivalent of Fig. 11.43. If the
switching frequency Is is high enough that PWM can be regarded as a continuous
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FIGURE 11.44
Error amplifier for the buck regulator of Fig. 11,43.
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FIGURE 11.45
PSpice frequency plots for the buck regulator of Example
11.21.

Current-Mode Control

Current-mode control,17 exemplified in Fig. 11.46 for a booSI regulator operating
in CCM, uses the oscillator only to tum on the switch. A small series resistance Rs
senses the coil current, and the switch is turned off when this current reaches a peak
controlled by the error-amplifier output ve. (Peak current control would be a more
accurate designation.) In spite ofits name, this scheme uses current as well as voltage
information, as confirmed by the existence of an inner feedback loop due to current
sampling by Rs, and an outer feedback loop due to voltage sampling by RI and R2.

We observe that while fo is known within the tolerances of Land C, f, is less
predictable because ESR varies with capacitor technology, temperature, and aging.
Moreover, Eq. (11.5 I) reveals that gain dtpends on VI, indicating that an increase
in VI will increase fx, possibly upsetting q,m. An obvious remedy is to make Vsm
proportional to VI to ensure a constant ratio between the two. In general, it can be
said that the rOOlS of HCO tend to be affected both by the input and by the load, and
that they change dramatically as the operating mode changes from CCM to DCM.12
Clearly, the subject of stability in switching regulators can be a complex one, often
requiring cut-and-try techniques for an optimal solution. 13

(b)

'-----'---'''---'---"--'-- .. (log)

(0)

EXAMPLE lUI. Specify suitable components in tbe error amplifier of Fig. 11.44
for a CCM buck regulator with VI =12 V, fs =100kHz, V... =I V, L =100 ",H,
C =300 ",F, ESR =0.05 0, and R""I « ESR.

SoIutioo, We readily find that Hen has a de gain of 12 VN, fo = 920 Hz, f, =
10.6 10Hz, and Q = 11.5. Moreover. let f. = 100/5 =20 kHz.

A common design strategy18 is to make the loop gain T roll off with an average
slope of - 20 dB/dec up to f•.;p.is requires imposing that the zeros of the error amplifier
satisfy fl = h = fo, and the first pole satisfy h = t.; moreover, to maintain a good
phase margin, we position the second pole at f. =2f •.

To fully specify HEA we need one additional parameter, namely, the unily-gain fre­
quency " associated with tbe pole at the origin. Calculating IHco(jf.)1 = 1/18.5 VN
indicates that we need IHEA(jf.)1 = 18.5 V/V in orderto make ITI = I V/V at the spec­
ified Crossover frequency. Applying Eq. (8.10) Iwice, we find" =1.47 kHz. Then, using
Eq. (\ 1.54) and arbitrarily imposing R, = 10 kO. we find R3 =867 0, R. = 16.0 kO,
C, =240 pF. C, = 10.8 nF, and Cl = 17.3 nF, all of which can readily be changed to
the nearest standard values. Moreover, R, = R,/(Vo/VRI!I' - I).

The results of a PSpice simulation, shown in Fig. 11,45, reveal the actual values
f. ~ 18 kHz and ... ~ 60 0.

pole frequencies at W:J and w4 to filter out switching noise. Its ac transfer fuDctioB
is (see Problem 11.37)

Vc (I + jw/w\)(1 + jW/1U2) (11.53)
HEA = Vo = - (jw/ws)(I + jW/W3)(1 + jW/W4)

The circuit is implemented with C2 » C1and R3 « R2, in which case its charac­
teristic frequencies simplify as

I . I
WI = R4C2 lU2 = R2C3 W:J = R3C3 W4 = R4CI Ws = R2C2 (11.54)

The overall loop gain is T = - HEA HcO. For a fast response, the crossover
frequency fx should be specified as high as possible, a common choice beingl8

fx ~ fs /5. As we know,the output-shunt feedback action ofthe regulator will result
in a low output impedance only over the frequency range of substantial loop gain.
Past fx ,the output impedance reduces to that of the capacitor in parallel with the coil.

546

CHAPTER II
Voltage

References and
Regulators



Compared to voltage-mode control, which emphasizes control ofthe coil voltage
and thus results in a current response lagging by 90°, current-mode control acts on
the coil current directly, effectively eliminating the pole due to the coil. The advan­
tages of current-mode control are thus a faster response to line and load variations,
along with simplified frequency-compensation requirements (see Problem 11.38);
furthermore, overload current protection is inherently provided on a pulse-by-pulse
basis.
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FIGURE 11.41
The LT1070 switching regulator. (Courtesy of Linear Tech­
nology.)

Figure 11.48 shows a typical LTl070 application. The output voltage is pro­
grammed via R( and R2 as

(b)

FIGURE 11.46 I
Current-mode conlrol, and typical waveforms.

(a)
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The LTl070 Monolithic Switching Regulator

Figure 11.47 shows the block diagram of a well-documented13 monolithic regulator,
the LTI070(LinearTechnology). The circuit operates at fs =40 kHz (fs = 100kHz
in the LTI170 version) and uses current-mode control. The switch is an npn BIT
with suitable antisaturation circuitry to minimize charge-storage effects and thus
reduce switching losses. The switch current is sensed by a 20-mO series resistance.
The error amplifier is a transconductance amplifier (voltage in, current out) with
typical transconductance gain 8m = 4.4 rnA/V. its voltage gain is set by an exter­
nal frequency-compensation network Zc as HEA ~ 8mZc. All internal circuitry is
powered from an on-chip 2.3-V Loo regulator, which allows the LTI 070 to operate
over the range 3 V ~ VI ~ 60 V.

Besides including the various protections discussed in Section 11.4, switching
regulators are equipped with provisions to avoid excessive current surges at power
tum-on. Referred to as soft stan, this provision is implemented by limiting the duty
cycle 0 as the regulator builds up its output from zero. In the LT1070, soft start is
provided by the capacitor of the external frequency-compensation network.

Va = (I + =~) VREF (11.55)

where VREF = 1.24 V is an internally generated bandgap reference voltage. The

X L D v
·5V

R,

LTI010 10.1 k1l

Vc GND FB

R] Ikll R,
1.24 kll

e'l (~F

FIGURE 11.48
The LT I010 as a boosl regulator. (Courtesy of Linear Technology.)

.,



FIGURE 11.49
Triple-output flyback regulator using the LTl070. (Courtesy of
Linear Technology.)

RC network associated with the node labeled Vc is the frequency-compensation
network recommended in the data sheets. The diode is a Schottky type, such as the
IN5822 (Motorola).

The output ripple can be reduced further by breaking the circuit at point Y and
inserting an LC filter consisting of a series IO-,.H inductor and a shunt
100-,.Fcapacitor. Unlike the other topologies, the boost regulator is not short-circuit
protected because of the diode connecting the input to the output; this also causes
inrush current at power tum-on. A simple protection can be provided by breaking
the wire ~I point X and inserting a fuse.

Figure 11.49 shows a widely used method of creating multiple outputs using
just one SWitching regulator. The circuit is based on a popular variant of the buck­
boost topology known as the /fyback topology because it uses coupled inductors to
transfer energy from input to output. As illustrated in detail in Fig. 11.50 for the case
of just two coupled coils operating in CCM. when the switch closes, energy builds
up in the core due to the increasing current in its primary winding; the polarity of
the secondary winding is chosen so that the diode is reverse biased during this time.
When the switch opens, the voltage across each winding reverses, as in the single­
coil case; this forward biases the diode, causing the stored energy to be transferred
to the output via the secondary winding.

In practical coupled coils not all stored energy is coupled to the secondary
winding(s); the fraction left in the primary winding leakage inductance LL causes

t
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11.1 An unregulated voltage VI = (26 ± 2) V is applied 10 a sbunt regulator consist­
ing of a series 200-0 "'0;5tO£ and an 18-V, 20-0 shunt diode. The output of this

PROBLEMS

FIGURE 11.50

Typical waveforms fora flybackregulator. (Courtesy ofLinearTech­
nology.)

a positive voltage spike across the switch as the latter is opened. To prevent damage
to the base-collector junction of the BJT, a voltage clamp is used, consisting of a
Zener diode and a rectifier diode, as shown. This clamp provides a current path
for the leakage inductance spike, and once the corresponding energy has been fully
dissipated in the clamp, the switch voltage settles to its normal ftyback value, which
is Vsw = VI + VolN, N being the turns ratio.

Energy transfer can be optimized by suitable choice of the tum ratios of the
coils. Moreover, the coupled-coil structure allows for multiple as well as isolated
outputs, if desired. In the example of Fig. 11.49, regulation is provided only for the
5-V output, and isolation only for the ±12-V outputs. The ±12-V outputs are scaled
to the 5-V output by suitable choice of the turns ratios, and the extent to which
they will track the regulated output, also referred to as cross regulation, depends on
how tight the magnetic coupling of the windings is. If needed, they can be regulated
further with the help of individual LOO regulators. Moreover, if isolation is required
also for the 5-V output, the feedback signal can be obtained via suitable optocoupler
circuitry.18

Using the aforementioned SwitcherCAO program, one can find the coil values
required for a given set of specifications, such as VOl = 5 V at3 A, and V02,3 =
±12 V at 0.5 A with VI = 12 V.

11.1 Performaace opedftcallons

,--+1--_-.--0 +5 V

,--+1--_--0 +12 v

L:---'+4f-.....--o -12 V

C'J O.33~F

3 V 10 20 V o----.---<~--__,
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regulator is then fed to a second regulator consisting of a 300-Q series resistor and
a 12-V, 10-Q shunl diode 10 achieve an even beller regulaled vohage Vo for a load
RI.. Sketch lhe circuil; Ihen, find its line and load regulalion and the minimum RL
allowed.

11.2 Using a 6.2-V Zener diode and a 741 op amp, design a negative self-bia.<ed reference
Ihat accepls an unregulaled negalive vollage V, and gives a regulaled OUlput Vo
adjuslahle from - 10 V to - 15 V by means of a 100kQ pol. Whal are Ihe pennissible
ranges for V, and I ()?

11.2 Voltage rererences

11.3 At Iz = 7.5 rnA Ihe IN8271hermally compensated Zener diode gives Vz =6.2 V ±
5% and TC(Vz) = 10 ppmf'c. (a) Using Ihis diode, along wilh an op amp having
TC( Vo,,) = 5 /L VrC, design a 10.0-V self-regulaled reference wilh provision for Ihe
exacl adjustment of Vo . (h) Estimate Ihe worst-case change in Vo for a temperature
varialion of 0 "C to 70 "c.

11.4 Consider the circuil obtained from Ihe self-regulated reference of Fig. 11.4 by lifting
Ihe left tenninals of R, and D, offground, connecling them togelher, and Ihen returning
Ihe resulling common node to ground ~ia a variable resistance R. (a) Show that Ihis
modificalion allows us to vary Vo wilhoul altering the diode current. (b) Obtain a
relalionship between Vo and Vz . (c) Specify slandard componenls for a variable
reference from 10 V 10 20 V using Ihe IN827 diode of Problem 11.3 as the reference
element.

11.5 (a) Assuming malched BJTs in Ihe alternalive bandgap cell' of Fig. PI 1.5. show
thai VREF = VB" + KV,. K = (R,/R,)ln(R,/R,). (h) Assuming I" (25 "C) =
5 x I()-15 A for bolh BJTs. specify suilable components for TC( VREF ) =0 at 25 "c.

FII;IIRE PI t.5

11.6 The allernalive handgap reference' of Fig. PII.6 is known as Ihe Widlar bandgap all
for ils invenlor. (a) Assuming matched BJTs wilh negligible base currenls, show thai
VREF = V.", + K Vr , K = (Rz/ R,)In(ln/ ICl). (b) Specify suilable componenls for
TC(VREF) = 0 at 25 'C if I, (25 "C) = 2 x 10- 15 A for all BJTs, In = In = 0.2 rnA,
and ICl = In /5.

V,

,>--+-osv

FIGURE PIU

11.3 Vol..l".nr....nee applications

11.7 Using the REFIOI 10-V reference of Fig. 11.60 and an external op amp, but no
additional componenls. design a circuilthat gives (a) +10 V and -10 V, and is
powered from ±15-V supplies; (b) +10 V and +5 V. and is powered from a single
15-V supply; (c) +5 V and -5 V, and is powered from ±9-V supplies; (d) +10 V and
+20 V, and is powered from a single 24-V supply.

11.8 The LTl029 is a 5-V reference diode thai operates with any currenl between 0.6 rnA
and 10 rnA, and has a maximum TC of20 ppmrC. Using the LTl029 and a JFET-input
op amp wilh TC(Vos) = 6 /LVrC, design ±2.5-V split references and estimale Iheir
worst-case thermal drifts. Assume ±5-V power supplies.

11.9 (a) Using Ihe REFIOI 10-V reference of Fig. 11.60 and an external JFET-inpul op
amp. bUI no addilional components, design a I-rnA current source. (b) Assuming ± 15­
V supplies and TC( Vas) = I /L VrC. use the data of Fig. 11.7 10 estimale the voltage
compliance and Ihe worst-case TC of your source..(c) Find Ihe range of variability of
the source if the optional voltage trim connection of Fig. 11.00 is used.

11.10 Assuming ±15-V supplies and using an LM385 2.5-V diode wilh a bias currenl of
100 Il-A as a voltage reference, design a current generator whose output is variable
overlhe range - I mA:5 10 :5 I rnA by means ofa lO-kQ pol.

11.11 The LM 10 (Nalional Semiconductor) consisls of two op amps and a 2oo-mV reference
internally connecled as in Fig. PI 1.1 I. The op amps have rail-to-rail output swing
capabilily, and the device draws a maximum quiescent current of0.5 rnA from a supply
vollage anywhere belween 1.1 V and 40 V. The LM IOC version has TC(VREF) =
0.003 %l"C. TC(Vos) = 5 /LVrc. line regulalion = 0.0001 %N. and CMRR". ~
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PSRR•• == 90 dB. (a) Using the LMlllC. design a vollage reference continuously
variable from II to 10 V by means ofa lO-kO pol. (b) Find the worst-case thermal drift
and line regulation of your circuit.

•'IGURE PII.\I

11.12 Figure PI \.12 shows a current generator using the LM 10 of Problem 1\.11. (a) An­
alyze the circuit and show that as long as the ..temally applied vollage between
its terminals is sufficient to keep the op amps in the linear region. the current that
the circuit sinks at the positive terminal and sources at the negative terminal is
10 = (I + R,/R,)VaEE/R,. (b) Specify suitable components for 10 =5 mAo (c) What
is the range of external voltages over which your circuit will operate properly?

+

FIGURE PII.n

11.13 Design a circuillhat senses the temperatures T, and T, allwo different sites. and yields
Vo = (0.1 V)(T, - T, ). T, and T, in degrees Celsius. The circuit uses two matcbed
diodes with I, (25 "C) ",,2 fA as temperature sensors. and two potentiometers for its
calibration. Describe the calibration procedure.

11.14 Specify suitable components in the circuil of Fig. 1\.17 for a Fahrenheit sensor with
a sensitivity of 10 mVf'F. Outline its calibration.

11.4 Linear regulalors

11.15 Obtain expressions for Rib and R,/ R. in terms of R",. I",. and lib in the current
fold-back scheme of Fig. I 1.2 lb. assuming I., is negligible.

11.16 Using a 741 op amp. an LM385 2.5-V reference diode. and pnp BITs. design lID
overload-protected negative regulator with Vo = -12 V and 101....) = 100 rnA.

11.17 Using the LM 10 of Problem 1\.11 and two npn BITs. design a IOO-mA overload­
protected voltage regulator whose output can be varied from II to 15 V by means of
a lO-kO pot. Show how you power your circuit. and estimale the lowest permissible
supply voltage.

11.18 Figure PI \.18 shows a high-voltage regulator based on the LM 10 of Problem 1\.11.
Since the LMIO is powered by three Vo• drops,the high-voltage capabilities of Ihe
circuit are limited only by the external components. (a) Analyze the circuit and tind
Vo in terms of VaEf. (b) Specify R, and R, for Vo = 100 v. (<'I Assuming typical
BJT parametrs. estimate VIXI fOI 10 = I A.

'--<>---------<>--.-1>--<> Vu

R,

FIGURE PII.18

11.5 Linear-regulator applications

11.19 The LM338 is a 1.2-V. 5-A. adjustable regulator having Voo = 2.5 V, a maximum
input-output differential voltage of 3~ V. and an adjustment-pin current of 45 /lA.
Using the LM338. design a 5-A regulator whose output can be varied from 0 V to 5 V
via a lll-kO pot. What are the power-supply requirements of your circuit?

11.10 Using the LTI029 reference diodeof Problem 11.8 and the LM338 voltage regulator of
Problem 11.19. design a minimum-component circuit for the simultaneous generation
of a 5-V reference voltage and a 15-V. 5-A supply voltage. What is the permissible
unregulated input voltage range of your circuit?

1I.:U Using a /LA7805 5-V regulator and O.25-W (or less) resistances. design a I-A current
SOUrce. What is its voltage compliance as a function of the supply voltage?

11.21 In Fig. 11.29a let the common terminal of the regulator be connected directly to the
node shared by R, and R, to save the op amp. Assuming a /lA7805 5-V regula­
tor. whose specifications are given in Fig. 11.24. tind suitable resistances for Vo =
12 V; then find the permissible range for Vee. as well as the load and line regula­
tion.

11.23 In the circuit of Fig. 11.26b let V, = 25 V and R, = 2.5 O. and let R, be an
arbitrary load. Find the Norton equivalent of the circuit seen by the load. along with
its voltage compliance. given the following LM317 speciticalions: Voo == 2 V. line

555

Problems



556

CIIAPTF.N. II
Vollage

References and
RCJ!ulators

regulation = 0.1I7%1V maximum. and {HAUl = 5 /LA maximum for 2.5 V:5 (V, ­
Vo ):5411V.

11.24 The LTJ37 is a -1.25-V. 15-A. adjustahle negalive regulator with ~ V'Eol ~(V, ­
Vo ) = (W3",f·1V maximum. and ~/AI1JI~(V,-Vo ) = 0.135 /LAIV maximum. Using
this device. design a 5(K)-mA current sink; next. find its Norton equivalent.

11.25 Using "n LM3I7 1.25N. adjustahlc positive regulalor. and an LM337 -1.25-V, ad­
justahle negative regulator. design a dual-tracking bench power supply whose outputs
are adjusl"hlc from ± 1.25 V to ±211 V hy means of a single 10·kQ pol. See Prob·
lems 11.13 and 11.24 for Ihc specificalions of these regulalors.

11.26 (a) Find the maximum '1l1owable operating ambient temperature if T}lmlll = 190
"c. PIl""" , = I W. and lilA = 60 "crw. (b) Find filA for a 5-V regulator wilh
T1,m"" = 150 "C 10 deliver 1 A at V, = 10 V and TA = 50"C. Can a /LA7805
operating in free air do it?

11.27 In the circuit of Fig. 11.291> the pot is replaced by Ihe series combination of a
2-kQ resistance between the inverting input and the regulator's output, and an
IR-kQ resistance between the invertin~ input and the regulator's common. Assum­
ing ±18·V supplies. R = 1.00 Q. and a /LA7805 regulator in the TO-220 package,
specify a heatsink for operalion all Ihe way down to a load voltage of 0 V with
TAlm..,,) = 60 "C.

11.28 Using the LM III of Problem 11.11 and a 1.5-V, 2·mA LED, design an indicator circuit
thaI monilors ils own power supply and loms the LED off whenever the supply drops
below 4.75 V.

11.29 Specify components in Ihe circuil of Fig. 11.35a 10 provide OV proteclion when Vee
Iries to rise ahove 6.5 V, and issue a PFAIL command when the 120-V (rms), 6O-Hz
ac line lries to drop below 80% of its nominal value.

11.6 Switchln~ "'Ilulators

11.30 The switched coil of Fig. 11.37c bears some similarity 10 the switched capacitor of
Fig. 4.2:la. (a) Assuming V:~AT :::: V,.- = O. compare the two arrangements and point
out similarities as well as fundamental differences. (h) Assuming the coil current wave­
form of Fig. I 1.3'1, show thallhe power transferred by Ihe coil from V, to Vo is P =
f\: Wcydc • where Wl ' ydc :::: l. hAh is the energy packet transferred during each cycle.

11.31 (a) Derive Eq. (11.42). Thcn, assuming 10 = I A and M,. = 0.2 A. eSlimate Ip as
well as the minimum v'llue of 10 for continuous operation for the case of (h) a buck
regulalor with VI = 12 V and Vo = 5 V. (C") a boosl regulalor wilh V, = 5 V and
Vo = 12 V. "nd (<1) an invcrting regul"tor with V, = 5 V and Vo = -15 V.

11.32 An inverting regulalor wilh 5 V :5 V, :5 10 V is to deliver Vo = -12 V at a full load
of I A. Assuming continuous operalion with VSAT :::: VF = 0.5 V, find the required
range for D. as well as the maximum value of I,.

11.33 A buck-b<xlSl regulator is powered from +15 V and operales at 150 kHz. Specify L.
C. <lnd ESR for Vo = -15 V. V't11 m;nI :::: ISO mY. and continuous-mode operation
over the range 0.2 A ~ /0 ~ I A.

11.34 A buck regulator has V, = 20 V, Vo = 5 V, fs = 100 kHz, L = 50 I'H, and
C = 500 /LF. Assuming VSAT = V, = 0 and ESR = 0 sketch and label isw, iv, iL ,

ie, and the voltage Vx at the left lerminal of L for the case of (a) continuous-mode
operation wilh 10 = 3 A, and (b) disconlinuous-mode operalion wilh tON = 2/Ls.

11.35 Discuss how ~ in the regulator of Example 11.20 is affecled by (a) douhling V" and
(b) doubling f<.

11.7 Monolithic switching regulators

11.36 Find the conlrol-Io-outpoltransfer function of the circuil of Fig. 11.43; next, verify
Ihat if Roo;, and ESR are much smaller than the loa. Rt. and the gain-selling network
R, and R" then Eqs. (11.51) and (( 1.52) result. Hint: Considering Ihal volvi = D
and D = vel II,m, Ihe gain of Ihe Mod block is obtained by differenliatinll Vo with
respect 10 ve and lelling v I = V,.

11.37 In Ihe error amplifier of Fig. 11.44a, R, and R, set the value of Ihe feedback factor;
however, for small-signal analysis purposes, V'EF is set to zero. and R, has Ihus no
effect. Assuming ideal op amp. oblain expressions for w, through w,; Ihen verify that
for R, « R, and C, » C, Ihey simplify as in Eq. (11.54).

11.38 Assuming gm ;;;: 4.4 mAIV, Ro ;;;: 180 kQ, and Co ;;;: 3 pF in the transconduclance­
type error amplifier ohhe LTI 070. find Ihe voltage gain HEA(jf) when the amplifier is
lerminaled on the frequency-compensalion network shown in Fig. 11.48. Next. sketch
its Bode plols, and commenl on your results.
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D-A AND A-D CONVERTERS

12,1 Performance Specifications
12.2 D-A Conversion Techniques
12.3 Multiplying DAC Applications
12.4 A-D Conversion Techniques
12.5 Oversampling Converters

Problems
References

In llieir natural state, information-carrying variables-such as voltage, current,
charge, temperature, and pressure-are in analog form. However, for processing,
transmission, and storage purposes, it is often more convenient to represent infor­
mation in digital form. Consider, for instance, an op amp circuit that is required to
putout a signal v in the range of0 V to I V with an accuracy of I mV, orO. I%. Given
llie effects of component nonidealities, drift, aging, noise, and imperfect wires
and interconnections, even an accuracy requirement this moderate may be difficult
to meet.

The demands on circuit performance can be relaxed significantly if information
is represented in digital form. For instance, in decimal form, which is the most
familiar form to humans, the above signal would be expressed as v = O.dl d2 ... do.
wheredl, d2. "'. do are decimal digits between oand 9. For a l-mV resolution over
the range 0.000 V :5 v < 0.999 V,three such digits are needed. This, in turn, requires
three separate circuits to hold the individual digit values; however, the performance
requirements are now much more relaxed because each digit-circuil needs to resolve
only 10 voltage levels instead of 1000. Individual accuracies of ±5% are sufficient
for this task.

Expressing signals digitally, while easing one problem, creates another, namely,
the need to convert from analog to digital (A-D) and from digital to analog (D-A).
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12.1
PERFORMANCE SPECIFICATIONS

7/8

A DAC accepts an n-bit input word b Ib2 ... bn with fractional binary value Dt , and
produces an analog outpUI proportional to DI. Figure 12.20 depicts a voltage-output
DAC, for which we have

vo = KVREPDt = VFSR(blr l + b2r2 + ... + bnrn) (12.2)

where K is a scale factor; VREF is a reference voltage; bk (k = I, 2, ... , n) is eith~r

oor I, depending on the logic level at the corresponding input; VpSR = K VREP IS

the full-scale range. Frequently used values for VPSR are 2.5 V, 5.0 Y, and 1O.0.Y.
Though our discussion will focus on voltage-output DACs, the results are readIly
extended to current-output DACs, characterized by io = K IREPDI = IpSRDI· A
typical IpSR value is 1.0 mAo .

We observe that the DAC output is the result of multiplying the analog s.gnal
VREP by the digital variable DI. A DAC that allows for VREP to vary all the way
down to zero is called a multiplying DAC (MDAC).

D-A Converters (DACs)

A string of n bits, bl b2b3 ... bn, forms an n-bit word. Bit bl is called Ihe most
significant bit (MSB) and bit bn the least significant bit (LSB). The quantity

D = bt2-1 + b2r2 + b3r3 + ... + bnrn (12.1)

is called thejractional binary value. Depending on the bit pallero, D can assume 2
n

equally spaced values from 0 to I - 2-n • The lo--:er limit is reac~ed when all bits ~~e
0, the upper limit when all bits are I, and the spacmg between adjacent values IS 2 .

0---0
Antialia~ing

~ SHA t-o AD<: ~ DSP

lfilter

L DAC I- DeglilCher ~
Smoothing

---0()
filler

For instance, a decimal D-A converter for our example would have to determine the
values of dl' d2, and d] as provided by the correspondin~ circuits (an easy task),
and then synthesize the analog signal v = dllO- 1+d21O- +d]IO-] with a l-mV
accuracy (an inherently difficult task).

Though convenient for humans, decimal representation does not relax circuit
performance requirements to the maximum extent. Rather, this is done by allowing
digits to take on just two values, namely, 0 and I. If we represent these values with
sufficiently different voltages, such as 0 V and 5 V, then even the crudest circuit
will be able to resolve them. Binary digits, or bits, form the basis of digital systems
precisely because of this. Bits are held and manipulated by binary circuits such as
switches, logic gates, and flip-flops.

Figure 12.1 depicts the most general contextI within which A-D and D-A con­
version is used. An analog input signal, after suitable conditioning, is A-D converted
to be processed or perhaps just transmilled or recorded in digital form by the digi­
tal signal processor (DSP) block. Once processed, received, or retrieved, it is D-A
converted to be reused in analog form, possibly after additional output conditioning.

The A-D converter (ADC) is operated at a rate of fs samples per second. To
avoid any aliasing phenomena, 1.2 the analog input must be band-limited so that its
highest frequency component is less than f~ /2; antialiasing filters were addressed in
Chapter4. ADCs usually require that the input be held constant during the conversion
process, indicating that the ADC musl be preceded by an SHA to freeze the band­
limited signal just prior to each conversion; SHAs were addressed in Chapler 9.
The D-A converter (DAC) is usually operaled atlhe same rale fs as the ADC and,
if the application demands so, it is equipped wilh appropriale circuitry to remove
any oulput glitches arising in connection with input code changes. The resulting
slaircase-like signal is finally passed through a smoothing filter to ease the effects
of quanlization noise.

The scheme of Fig. 12. I is found, either in full or in part, in countless ap­
plicalions. Digilal signal processing (DSP), direct digital control (DDC), digital
audio mixing, recording and playback, pulse-code modulation (PCM) communica­
tion, dala acquisition, computer music and video synthesis, and digital-multimeter
instrumentation are only some examples.

This chapter, after introducing converter terminology and performance param­
eters, discusses the most common D-A and A-D conversion techniques and appli­
cations, including E-t. converters.
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FIGURE 11.1
Sampled-data system.

FIGURE 11.1
OAC diagram. and ideal transFer characteristic for n = 3 and Vrs. = I V.
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DAC Specificatlom3

Th.e internal circuitry of a DAC is subject to component mismatches, drift, aging,
nOise, and other sources of error, whose effect is to degrade conversion performance.
The maximum deviation of the aClual outpul from the ideal value predicted by
Eq. (12.2) is called the absoillte accllrac'y and is expressed in fractions of I LSB.
Clearly, if an n-bit DAC is to retain its credibility down to its LSB, its absolute
accuracy must never be worse than! LSB. DAC errors are classified as static and
dynamic.

. The simplest static errors are the offset error and the gain error depicted in
Fig. 12.3. The offset error (+1 LSB in the example) is nulled by translating the
actual envelope up or down until it goes through the origin, as in Fig. 12.3b. What

Depending on the input bil pallem, va can assume 2" different values ranging
from 0 to the filII-scale vallie VPSY = (I - 2- II )VFSR. The MSB contribution
to Vo is VFSR/2, and the LSB contribution is VpsR/2". The laller is called the
resoilltion. or simply the LSB. Note that VFSY is always I LSB short of VFSR. The
quantity DR = 20 log10 2" is called the dynamic "'nge of the DAC. Thus. a 12­
bit DAC with VFSR = 10.000 V has LSB = 2.44 mV, VFSY = 9.9976 V, and
DR = 72.25 dB.

Since there are only 2" possible input codes, the transfer characteristic of
a DAC is a set of points whose envelope is a straight line with end points at
(b l b2'" bll , vol = (00 ... 0, OV)and(11 ... I, VFSY). Figure 12.2bshowsthechar­
acteristic of a DAC with n =3 and VFSR = 1.0 V. The graph consists of 23 =
8 bars r~nging in hei~ht fro",: Q.to VFSY = ~ V with a resolution of I LSB =kV.
If.we dnve a DAC wllh a umformly clocked n-bit binary counter and observe Vo
WIth the oscilloscope, the waveform will be a staircase. The higher n, the finer the
resolution and the closer the staircase to a continuous ramp. DACs are available ia
word lengths ranging from 6 bits to 20 bits or more. While DACs with 6, 8, 10, 12,
and 14 bits are common and economical, DACs with n > 14 become progressively
more expensive and require the utmost care to realize their full precision.
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is left, then, is the gain error (-2 LSB in the example), which is nulled by adjusting
the scale factor K.

Even after both errors have been nulled, the actual envelope is likely to deviate
from the straight line passing through the end points. The maximum deviation is
called the integral nonlinearity (INL), or also the relative accu",cy, and is expressed
in fractions of I LSB.ldeally, the difference in height between adjacent bars is I LSB;
the maximum deviation from this ideal value is called the differential nonlinearity
(DNL). If DNL < -I LSB, the transfer characteristic becomes nonmonotonic; that
is, for certain input code tr.msitions v0 will decrease with the input code, rather than
increase. A nonmonotonic characteristic is especially undesirable in control, where
it may cause oscillations, and in successive-approximation ADCs, where it may lead
to missing codes. An example will better clarify these concepts.

€ 4/8

~ 3/8

Tbe maxima of INL, and DNL, are, respectively, INL = I LSD and DNL = I! LSB.
We observe a nonmonotonicity as the code changes from 011 to 100, where tfie step
size is -t LSD instead of +1 LSD; hence, DNLIlKl = -t - (+1) = -~ LSD <
-I LSD. The fact that DNLI01 = ~ LSD> I LSD, though undesirable, does2not cause
nonmonotonicity.

Remark. NOle thatlNL, =L:"", DNL,. Can you provide an intuitive justification?

718

EXAMPLE 11.1. Find the INL and DNL of the 3-bit DAC of Fig. 12.4. Comment on
your results.

Solution. Dy inspection, the individual-code integral and differential nonlinearities, in
fractions of I LSD, are found to be

1/8

o
000 001 010 0\1 100 10\ 110 111

bl b2b]

218

Gain
error
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111111
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(a)

FIGURE U.J

DAC offsel error and gain error.

(b)
FIGURE 11.4
Example of actual DAC characteristic after the
offset and gain errors have been nulled.
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DAC perfonnance changes with temperature, age, and power-supply variations;
hence, all relevant performance parameters such as offset, gain, INL and DNL
and monotonicity must be specified over the full temperature and power.suppl;
ranges.

The most important dynamic parameter is the set/ling time ts. This is the time
it takes for t~e output to settle withi~ a specified band (usually ±! LSB) of its final
value following a code change at the Input (usually a full-scale change). Typically, ts
ranges from under 10 ns to over 10 JLS, depending on word length as well as circuit
architecture and technology.
. Another potential source of concern is the presence of output spikes in connec­

tIOn with major input-code transitions. Called glitches, these spikes are due to the
intern~1 circuitry's n~nunifonn response to input bit changes as well as poor syn­
chronizatIOn of the bIt changes themselves. For instance, if during the center-scale
transition from 01 ... I to 10 ... 0 the MSB is perceived as going on before (or after)
all other bits go off, the output will momentarily swing to full scale (or to zero),
causing a positive-going (or negative-going) output spike, or glitch.

Glitches are of particular concern in CRT display applications. They can be
minimized by synchronizing the input bit changes with a high-speed parallel latch
register, or by pr~essing t~e DAC output ~ith a THA. The THA is switched to the
hold mode Just pnor to the Input code change, and is returned to the track mode only
after the DAC has recovered from the glitch and settled to its new level.
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A-D Converters (ADCs)

An ADC provides the inverse funclion of a DAC. As shown in Fig. 12.50, it accepts
an analog input v I and produces an output word bl b2 ... bn offraclional value Do
such thaI

DO = blr l + b22-2 + ... + bn2-n = _V_I~ = ...!.!.- (12.3)
KVREF VFSR

Usually, an ADC includes Iwo additional control pins: the START inpul, to telllhe
ADC when to start converting, and the EOC output, to announce when conversion
is complete. The output code can be in either parallel or serial fonn. ADCs are oflen
equipped with latches, control logic. and tristate buffers to facilitate microprocessor
interfacing. ADCs intended for digital panel-meter applications are designed to drive
LCD or LED displays directly.

The input to an ADC is often a transducer signal proportional to the transducer
supply voltage VS, or v I = 0 VS (a load cell is a typical example). In these cases it is
convenient 10 use Vs also as the reference to the ADC, for then Eq. (12.3) simplifies
as Do =oVs/KVs =0/ K. indicating a reference-independent conversion. Called
ral;omelric conl'as;on, this technique allows for highly accurate conversions using
references of only modest quality.

Figure 12.5b, top, shows the ideal characteristic of a 3-bit ADC with VFSR =
1.0 V. The conversion process partitions the analog input range into 2n intervals
called code ranges, and all values of v I within a given code range are represented
by the same code, namely, that corresponding to the midrange value. For example,
code Oil, corresponding to the midrange value VI = i V, actually represents all

FIGURE U.S
ADC diagram, and ideal transfer characteristic and quantization noise for n = 3 and

VfllR=1 V.

inputs within the range i ± 11; V. Due to the inability by the ADC to distinguish
amon~ differenl values within this range, the output code can be in error by as much
as ±! LSB. This uncertainty, called quantization error. or als~ quantizati~nnoise
eq, is an inherent Iimilation of any digilization process. An obVIOUS way to Improve

it is by increasing n.
As shown in Fig. I2.5b, bottom, eq is a sawtoolh-Iike variable wilh a peak value

of! LSB = VFSR/2n+l. Its nns value is readily found to be Eq =(! LSB)/J3 or

VFSR (12.4)
Eq = 2nJi2

If vI is a sinusoidal signal, the signal-to-noise ratio is maximized when vI has a
peak amplitude of VFSR/2, or an nns value of (Il'FsR/2)/../'i. Thus, SNRm3Jl =
20 log IO«VFSR /2../'i) /<VFSR/2nJi2)], or

SNRmax = 6.020 + 1.76 dB (12.5)

Increasing n by I cuts Eq in half and increases SNRmax by 6.02 dB.

ADC Specl8catlon~

Similar to the case of DACs, ADC perfonnance is characterized in tenns of offset
and gain errors, differential and integral nonlinearity, and stability. However, ADC
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FIGURE 11.6
Example of actual ADC characteristic with
missing code.

where S/(N + D) is lhe actual signal-to-noise-plus-distortion ralio, in decibels.

DACs are available in a variely of archilectures and lechnologies.2-4 In lhis seclion
we examine the mosl common examples.
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(12.6)ENOB = --,S/c...:(_N_+--,-D",).,...-_I_.7_6_d_B
6.02

12.2
D-A CONVERSION TECHNIQUES

EXAMPLE III A lO-bil ADC wilh V"R = 10.24 V is found to have S/(N + D) =
56 dB. Find E., SNR..... and ENOB.

Solution. Using Eqs. (12.4)lhrough (12.6) gives E. = 2.89 mY, SNR..., = 61.97 dB.
and ENOB =9.0 I, indicaling nine effeclive bils. In olher words. the given lO-bil ADC
yields the same performance as an ideal 9-bil ADC.

nonlinearilies. The effective number of bits is then4

I
I
8

~ 1
8 8

~ (V)
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errors are defined in lerms of Ihe values of v I al which code transitions occur.
Ideally, the~e transilions occur al odd multiples of i LSB. as shown in Fig. 12.5b.
In particular. lhe first transilion (000 .... 00 I) occurs al VI = i LSB = ;;, Y, and
lhe lasl (110 .... III).at VI =: YPSV - i LSB = YPSR - 2 LSB = {% V.

The offset error IS lhe difference belween !be aClual location of lhe firsl code
lransilion and i LSB, and lhe gain error is lhe difference belween lhe acluallocalions
of the lasl and firsltransilion. and lhe ideal separalion of YPSR - 2 LSB. Even afler
bolh errors have been nulled, !be locations of lhe remaining code transilions are
likely to deviale from lheir ideal values, as exemplified in Fig. 12.6.

The dOlled curve, represenling !be locus of !be midpoinls of the aclual code
ranges, is called the code center line. Its maximum devialion from the straight line
passing through the end points after the offsel and gain errors have been nulled
is called the integral nonlinearity (INL). Ideally, code transilions are I LSB apart.
The maximum deviation from this ideal value is called !be differential nonlinearity
(DNL). If the DNLexceeds I LSB. some codes may be skipped al!be OUlpUl. Missing
codes are undesirable in digital control, where they may lead 10 instabilily.

In the example shown, the INL error is maximized in conneclion with the 011
code range. where lhis error is"'- i LSB. This range also maximizes the DNL error.
The range widlh of 2 LSB indicales lhal DNL = (2 - I) LSB = I LSB. Nol
suprisingly. there is a missing code. As you invesligale INL and DNL errors. make
s~re you measure lhem along the horizonlal (or lhe vertical) axis, nOl as geometric
dlslances! As a check, you can use the relationship 1NLk = E~-oDNL;, which
holds also for ADCs. -

An A-D conversion takes a certain amount of time to complele. Called lhe
conversion time, il lypically ranges from less than 10 ns to lens of milliseconds,
depending on lhe conversion melhod, resolulion, and technology.

. A practical ADC will produce noise in excess of lhe theorelical quantization
nOIse of Eq. (12.4). It will also introduce distortion due to transfer-characleristic

Weighted-Resistor DACs

Equalion (12.2) indicales lhal the funClions required 10 implement an n-bit DAC
are n swilches and n binary-weighled variables to synlhesize the lerms bk 2-k, k =
I, 2•...• n; moreover, we need an n-inpul summer. and a reference. The DAC of
Fig. 12.7 uses an op amp 10 sum /I binary-weighted currents derived from YREP
via !be current-scaling resistances 2R, 4R. SR. "" 2nR. Whether lhe currenl ik =
YREP/2kR appears in the sum depends on whelher the corresponding swilch is closed
(bk = I) or open (bk = 0). Writing vo = -Rtio gives.

vo = (-Rt/R)YREP(b,2-1 + b2r2 + ... +bnrn) (12.7)

indicaling that K = -Rt/R. The offsel error is nulled by lrimming Yos. and the
gain error by adjusting R/. Since the switches are of lhe virtual-ground lype, they
can be implemented with p-channel JFETs in the manner of Fig. 9.37.

VREf +

'0

FIGURE 11.7
Weighted-resislor DAC.
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The conceptual simplicity of the weighted-resistor DAC is offset by two draw­
backs. namely. the nonzero resistances of the switches. and a spread in the current­
setting resistances that increases exponentially with n. The effect of switch resis­
tances is to disrupt the binary-weighted relationships of the currents. particularly in
the most significant bit positions. where the current-setting resistances are smaller.
These resistances can be made sufficiently large to swamp the switch resistances;
however. this may result in unrealistically large resistances in the least significant
positions. For instance. an 8-bit DAC requires resistances ranging from 2R to 256R.
The difficulty in ensuring accurate ratios over a range this wide. especially in mono­
lithic form. restricts the practicality of resistor-weighted DACs below 6 bits.

moreover. C, = C + C/2 + ... + Cj2n-1 + C/2n- 1 = 2C. Substiluting gives

vo = VREF{blr l + b2r2 + ... + bn2-n) (12.8)

indicating thallhe sample cycle provides an n-bit D-A conversion with VFSR = VREF·
By the artifice of switChing the bottom plates. as shown. ~he bottom-~Iate para­

sitic capacitances are connected either to ground or to VR~F.wltho~taffectm~charge
distribution in the active capacitances. Since MOS capacitance raUos are eaSIly con­
trolled to 0.1 % accuracies. the weighted-capacitor scheme is suitable for n ~ 10. As
with weighted-resistor DACs. the main drawback of this scheme is an exponentially
increasing capacitance spread.
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It is not difficult to imagine the impact that component mismatch.es in ~e m~st

significant bit positions of the previous DACs .may have on differentl~1?onllne~ty
and monotonicity. A potentiometric DAC achIeves mherent monotomclty by uSI~g

a string of 2n resistors to partition VREF into 2n identical intervals. As depic~ed 10

Fig. 12.9 for n = 3. a binary tree of switches then selects the tap co,:,,"spo~dmg ~o
the given input code and connects it to a high-input-impedance amplifier wIth gam

K=I+R2IRI· .
No matter how mismatched the resistors. v0 will always increase as the amplifier

is switched from one lap to the next. up the ladder. hence the inhere~t monot?nicity.
Another advantage is that if the top and bottom nodes of the reSistIve stong are

Potentiometric DACs

"0

Complex MOS ICs such as CODECS and microcomputers require on-chip data con­
version capabilities using only MOSFETs and capacitors. which are the natural
components of this technology. The DAC of Fig. 12.8 can be viewed as the switched­
capacitorcounterpart ofthe weighted-resistor DACjust discussed. Its heart is an array
of binary-weighted capacitances plus a tern\inating capacitance equal in value to the
LSB capacitance. Circuit operation alternates between two cycles called the reset
and .>ample cycles.

During the reset cycle, shown in the figure. all switches are connected to ground
to completely discharge all capacitors. During the sample cycle. SWo is opened
while each of the remaining switches is either left at ground or connected to VREF.
depending on whether the corresponding input bit is 0 or I. respectively. This results
in a redistribution of charge whose effect is to yield a code-dependent output.

Using elementary capacitor-divider principles. we readily find v0 =VREF CrIC,.
where Cr represents the sum of all capacitances connected to VREF. and C, the to­
tal capacitance of the array. We can write Cr =bl C + b2C12 + ... +bnC12n- l ;

Weighted-Capacitor DACs

nGIIRE 11.8
Weighted-capacilor DAC.

FIGURE 12.'
POlentiometric DAC.



R-2R Ladders

biased at some arbitrary voltages VH and VI., the DAC will interpolate between VL
and VH with a resolution of 2n steps. However, the large number of resistors (2n)
and switches (2n+I - 2) required limits practical polentiometric DACs to II ~ 8,
even Ihough the switches can be fabricaled very efficiently in MOS technology.
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In the alternative mode of Fig. 12.12, the 2R resistances are switched between VL
and VH, and the output is oblained from the leftmost ladder node. As the input code

Voltage-Mode R-2R Ladder

FtGURE tUI
DAC using a current-mnde R-2R ladder.

current mode is that the voltage change across each switch is minimal, so charge
injection is virtually eliminated and switch-driver design is made simpler.

We observe that the potential of the i 0 bus muSI be sufficiently close to that of
the i 0 bus; otherwise linearity errors will occur. Thus, in high-resolution DACs, it is
crucial that the overall input offset error of the op amp be nulled and have low drift.

2R2R2R2R2R

Most DACs architectures are based on Ihe popular R-2R ladder depicted in Fig. 12.10.
Starting from the right and working toward the left, one can readily prove that the
equivalent resislance to the right of each labeled node equals 2R. Consequently, the
current flowing downward, away from each node, is equal to the current flowing
loward the right; moreover, twice this currenl enters the node from the left. The
currenlS and, hence, the node voltages are binary-weighted,

,I, I 29
'111 = !'k Vk+1 = !Vk (I . )

k = 1,2, ... ," - I ';., ., lhallhe rightmost 2R resistance serves a purely terminating
function.)
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FIGURE 11.11
DAC using a voltage-mode R-2R ladder.

FIGURE 11.10
R-2R ladder.

With a resistance spread of only 2-to-l, R-2R ladders can be fabricaled mono­
lithically to a high degree of accuracy and stability. Thin-film ladders, fabricated by
deposition on the oxidized silicon surface, lend themselves to accurate laser trim­
ming for DACs with n ~ 12. For DACS with a lower number of bits, diffused or
ion-implanted ladders are often adequate. Depending on how Ihe ladder is utilized,
different DAC architectures result.

Current-Mode R-2R Ladder..
The architecture of Fig. 12.11 derives its name from the fact that it operates on
the ladder currents, These currents are it =VREF/2R =(VREF/ R)2- t , i2 =
(VREf/21/2R = (VREEI R)r 2, ... ,in =(VREF/ R)2-n, and they are diverted ei­
ther to the ground hus (i ()) or to the virtual-ground bus (i 0). Using bit bk to identify
the status of SWko and letting vo = -RfiO gives

vo = -(RtI R)VREF(btr' + b22-2 + ... + bn2-n) (12.10)

indicating Ihat K =- Rf / R. Since i 0 + i 0 = (I - r n ) VREF/ R regardless of the
input code, i0 is said 10 be ('omplememary to io. An important advantage of the

R,

b,

R,

b,,_1

2R
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is sequenced through all possible states from O... 0 to I ... I, the voltage of this
node changes in steps of2-°(VH - Vd from VL to VH - 2-°(VH - Vd. Buffering
it with an amplifier results in the scale factor K = 1 + R2/ RI. The advantage of
this scheme is that it allows us to interpolate between any two voltages, neither of
which need necessarily be zero.

Bipolar DACs

In the architecture exemplified in Fig. 12.13 for n =4, the R-2R ladder is used to
provide the current bias for n binary-weighted BJT current sinks; n nonsaturating BJT
switches then provide fast current steering, typically in the range of nanoseconds.
The current sinks are Q I through Q4, with Q4/ providing a terminating function. We
observe that for the ladder to work properly, the upper nodes of the 2R resistances
must be equipotential. The voltages at these nodes are set by the emitters of the
current sinks. Since the corresponding currents are in 2: I ratios, the emitter areas
must be scaled accordingly as IAE, 2AE, 4AE, and 8AE to ensure identical VHE
drops and, hence, equipotential emitters.
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the switches. The circuit works as follows: by 01' amp aclion, iC9 = VREF/ Rr ·

Using the BJT relationship ic = aiE, and assuming the same a throughout, we
have iEO = ico/a = iE9/a = (iC9/a)/a = (VREF/Rr )/a2

. By la~der action, t~e
emitter current ofthe kth sink is in = i Eo2-k.Thekth current reaching tile '0 bus IS

ik =aick =a(ain) = a2iEo2-k = (VREF/Rr)2-k,indicatingthedisappearance
of base current errors. Summing the various currents on the i 0 bus gives

io = IREF(blr l + b2r2 + b3r3 + b4r4) (12.11)

where IREF = VREF/ Rr •
Figure 12.15 shows the two most common ways of converting i 0 to a ~oltage.

The purely resistive termination of Fig. 12.15a, giving vo = -RLiO, reahzes the
R R R

(a)

FIGURE 12.14
High-speed currenl switch.

(b)

nGUREI2.1J

Bipolar DAC.

Figure 12.14 shows the details of the kth current-steering switch. For Vk >
V81ASI, QI is off and Q2 is on. This, in tum, keeps Q3 off and Q4 on, thus steering
the collectorcurrent of Qk to the i 0 bus. For Vk < V81ASI, the conditions are reversed
and the current of Qk is now diverted to the i 0 bus. The switching threshold is
typically set at V81ASI ;: 1.4 V to provide both TTL and CMOS compatibility.

We observe that because of the finite betas of tjle BJTs, the current losses in
the bases introduce errors. The circuit of Fig. 12.13 uses Qo to compensate for
the base losses of the current sinks, and Q9 to compensate for the base losses of

~
R' + io Vo

VREF + :- R,.

- '0

~ R, ~

(a)

FIGURE IUS
Bipolar DAC output conditioning.

(bl
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full-speed capability of the DAC as long as RL is sufficiently small to render the
effect of the stray output capacilance of the DAC negligible. The output swing is
in this case limited by the voltage compliance of the DAC, as given in the data
sheets. The op amp converter of Fig. 12.15b gives vo = RfiO with a low output
impedance, but at the price of a degradalion in dynamics as well as the extra cost of
the op amp. The overall sellling time IS can be estimated from the individual sellling
times of the DAC and the op amp as

(12.12)

The purpose of C f is to stabiliz~the op amp against the slray OUlput capacitance
of the DAC.5 Suitable op amps for this application are either high-SR, fast-selliing
JFET-inpultypeS, or CFA types.

Master-Slave DACs

The resolution of the basic structure of Fig. 12.13 can, in principle, be increased
by using additional current sinks; however, maintaining ratioed emiller areas soon
leads to extravagant BJT geometries. The archilecture of Fig. 12.16 eases the geom­
etry requirements by combining two DACs of the type just discussed in a master­
slave configuration in which Ihe current of the terminating BJT Q4t of the master
DAC is used to bias the slave DAC. This current, representing I LSB of the master
DAC, is partitioned by the slave DAC into four addilional binary-weighted currents,
with Q8t now providing the required termination. The result is an 8-bit DAC with
IREF = VREF1R, and a resolution of IREF128. Popular master-slave DACs are the
DAC-08 (8-bit) and the DAC-1O (ID-bit) (Analog Devices), both of which sellie
within ±~ LSB in 85 ns (typical) and provide output voltage compliance down
to-lOY.

Current-Driven R-ZR Ladder

The problems slemming from emiller area scaling are eliminated altogether by using
equal-value current sinks and e~ploiting the current-scaling capability of the R-2R
ladder to obtain binary-weighted contributions 10 the output. Though Fig. 12.17
shows a 4-bit example, the principle is readily extended to higher values of n. One
can readily show (see Problem 12.8) that the ladder admits a Norton equivalent with
R" = Rand io = (2VREFI R, )(b,2- 1 + bz2-Z + b:J2-3 + b4 2-4 ); to reduce clut­
tering, bl through b4 have been omilled.

The use of suitably small ladder resistances (~ 1 kU) minimizes the effect of
parasitic capacitances, allowing v0 to sellie very rapidly. If the output is left floating,
the DAC will give Vo = -Rio = (-2RI R, )VREFDI with R" = R. Alternatively,
ifzero output impedance is desired, an 1-V converter op amp can be used, but at the
price of a longer sellling time as per Eq. (12.12).
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Voltage-Mode Segmentation

fiGURE 11.18
Simplified diagram of the AD7846 16-bit segmented DAC. (Courtesy of Analog Devices.)
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Figure 12.18 iIIustrales the segmentation technique utilized by the AD7846 l6-bit
DAC (Analog Devices). The four MS input bits are decoded to select, via switches
SWo through SWt6, one of sixteen voltage segments available along the resistor
string. The selected segment is then buffered by the voltage fo\lowers and used as
a reference voltage of nominal value VREP/16 to drive a 12-bil voltage-mode R-2R

Segmentation

The matching and tracking capabilities of IC components limit the resolution of the
DAC structures considered so far to n :5 12. However, the areas of precision in­
strumentation and test equipment, process control, industrial weighing systems, and
digital audio playback often require resolutions and linearity performance well in
excess of 12 bits. One ofthe most important performance requirements is monotonic­
ily. In fact. there are situations in which uniform step size in the DAC characteristics
is more important than exact straight-line conformance. For instance, in process
control. even though the inherent linearity of an input transducer may not surpass
O. I% or I() bilS, a higher number of bits is often required to resolve small transducer
variations. Likewise. to ensure a high signal-to-noise ratio, digital audio playback
systems use 16 bits or more ofdifferential linearity. though not necessarily providing
the same level of integral nonlinearity.

In conventional binary-weighted DACs, monotonicity is hardest to realize at
the point of major carry due to the difficulty of realizing the required degree of
match between the MSB and the combined sum of all remaining bits. To ensure
monotonicity, this match must be better than one part in 2"-1, indicating that dif­
ficulty increases exponentially with n. High-resolution DACs achieve monotonic­
ity by a technique known as segmentation. Here the reference range is partitioned
into a sufficiently large number of contiguous segments, and a DAC of lesser
resolution is then used to interpolate between the extremes of the selected seg­
ment. We shall now discuss this technique for both voltage-mode and current-mode
DACs.

FIGURE l1.t7
DAC using a current-driven R-2R ladder.
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12-bif DAC'
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IS segments.

RR •
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(12.13)

DAC. The lauer, in tum, partitions the selected segment into 2J
2 = 4096 smaller

steps, starting at the bouom of the segment and ending one step short of the lop, to
give
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indicating a 16-bit conversion with [FSR = 2 mA_ 1\vo popular examples of 16-bit
monolithic DACs utilizing this architecture are the PCM52153 (Burr-Brown) and
H(-DACI6 (Harris).

1'0

(12.15)

3 ••• 15

Decode logic

2

-- -- --
f~1-+--+-t .~f~Y~f~1

L-~_+-<>--+" ...14--H>--++---t......

bl. 4 segments for hz. 2 segments for b3. and I segment for b4- The remaining
resistances form an ordinary 12-bit current-mode R-2R DAC. whose contribution to
the output is given by Eq. (12.10). Using the superposition principle. we thus have
vo = -(Rf/R)VREf x (8bl +4hz+2b3+b4+b5rl +b62-2+ .. -+bI62- 12 ).or

va = -16 Rf VREP(bI2-1 + b22 - 2 + ... + bI62-16) (12.14)
R

indicating a l6-bit conversion with VFSR =- 16(Rf / R) VREF. We observe that the
segment resistances, like the ladder resistances. need only be accurate to 12 bits to
ensure monotonicity at the l6-bit level. An example of a DAC using this principle
is the MP7616 16-bit CMOS DAC (Micro Power Systems).

Figure 12.20 shows a l6-bit segmented DAC using the current-driven ladder
architecture. Here Q I through Q7 provide 7 current segments of value VREF/4Nr =
0.25 rnA. which a decoder (not shown for simplicity) steers either to the io bus or to
ground. depending on the 3 MS bits. Steered to the i 0 bus are 4 segments for b I, 2
segments for hz. and I segment for b3. Moreover. Q8 through Q20, along with the N­
2R ladder. form a 13-bit current-driven DAC. Proper scaling requires an additional
R resistance between tbe 13-bit DAC and the i 0 bus. Consequently. the Norton
resistance is now Ro = 2R. By the superposition principle. i 0 =(VREF/4Rr )(4bl +
2hz + b3 + b42-1 + b52-2 + ... + bI62-12), or

. 2VREF(b2-1 b2-2 b 2- 16 )'0 = -- 1 + 2 + ... + 16Rr

FIGURE 12.19
l6-bil segmented DAC using a 12-bit currenl-mode R-2R ladder_

Figure 12.19 illustrates segmentation for the case of a 16-bit current-mode R-2R
DAC. The resislanl'e, al the left establish 15 current segments of value VREF/ R.
so the contributi,," "i ....ch,egmentto the output is -(Rj/RlVREF. The decode
logic examines the 4 MS input bits and diverts to the io bus 8 such segments for

Current-Mode Segmentation

where VH and VI. are. respeclively, the top and the bouom of the selected segment,
and DI2 is the fractional value of the lower 12-bit code. Omiued from the figure
for simplicity are an input latch register. lhe segment decoder and switch-driver
circuilry, and an output deglitcher switch.

Since the 65.536 possible output levels consist of 16 groups of 4096 steps each.
the major carry of the 12-bit DAC is repeated in each of the 16 segments. Conse­
quenlly. the accuracy required QJ; the string resistances to ensure a given differential
nonlinearity is relaxed by a factor of 16. NOle, however. that integral nonlinearity
cannot be beuer lhan the accuracy of the string resistances. The AD7846 offers 16­
bit monotonicity with an integrallinearily error of ±2 LSB, and a 9-/ls seuling time
to 0.0003%.

Considering lhat with VREF = 10 Y the step size is only 10/216 = 152/lY. op
amp input offset errors could cause intolerable differential nonlinearity if the hoffers
were stepped up the ladder in fixed order. This problem is overcome by intef.-l"'"glllg
the buffers at each segment transition. a technique referred to as leapfmgging. This.
in tum. requires that VH and VI. also be interchanged to preserve the input polarity
to the 12-bit DAC. This function is provided by SWOA, and SWOA,. The effect of
buffer interchanging can be appreciated as follows.

With the switches positioned as shown. the DAC is processing segment O. Denot­
ing the input offset errors of the op amps as VOSI and VOsl. we have VH = VI+ VOSI
and VI. = 0 + VOS2. where VI = VREF/16. The last level of segment 0 is found
by inserting these expressions into Eq. (12.13) with D~2 = (I - 2- 12). This gives
vO(l..I) = VI(I - 2- (2

) + Vast - (VOSI - VOS2)r l .
At the point of transition from segment 0 to segment I. SWo is opened. SWI

and SW2 are dosed, and SWoA,and SWOA, are commutated. As a result. we now
have VH = V~ i \" i ,,,11'1. = VI + VOSI. where V2 = 2Vt. Consequently. the
first level "I segllln,1 1 " "0(11'>1) = VI + VOSI. The difference between the two
levels yields the step .Ize at the first major carry.

VREF VOS2 - Vast
vO(firsl) - VO(l..I) = 2i6 + 212

indicating that the leapfrogginli,technique reduces the combined offset error by 212

For instance, assuming lVoSl - VoslI :; 10 mY, the error term is 10-2/212 =
2.4 /l V « 1 LSB. Similar considerations hold at the remaining segment transitions.
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FIGURE n.ll
Functional diagram of a multiplying DAC.

FIGURE n.ll
CMOS switch for R-2R ladder.

EXAMPLE IZ.J. A CMOS DAC with. = 12 is operaled in the current mode depicted
in Fig. 12.11. If VREF = 10.0 V and the DAC is calibraled al25 °C, specify TC(VREF)
and TC(Vos) so that lhe individual drift erro", contributed by the reference and the op
amp are less than ±~ LSD over the operating range of 0 °C to 70 0e.

Solution. We have ~ LSD = 10.0/214 = 0.61 mY. Since the maximum temperature
excursion from the pointofcalibration is 700 - 25° =45°C, the individual drifts must nol
exceed ±0.61 x 10-3/45 ~ ±13.6 /lyre. This gives TC_.(VREF) = ±1.36 ppmre.
Moreover, using a conservative estimate of 2 VI V for the noise gain of the op amp, we
haveTCmo(Vos) ~ ±13.6/2 = ±6.8 /lyre.

In lhe following we shall use the fu~ctional diagram of Fig. 12.22 to represent
a CMOS DAC. This structure is available from various manufacturers in a range of

R

13-bit DAC
,

VEE 7 segments

12.3
MULTIPLYING DAC APPLICATIONS

VREF
10.0 V

10....
--------- •• '--0

FIGURE n.l0

16-bit segmented DAC using a 13-bit current-driven R-2R ladder.

The R-2R ladder DACs of Figs. 12.11 and 12.12 are especially suited to monolithic
fabrication in CMOS technology6 The switches are implemented with CMOS tran­
sistors. and the ladder and the feedback resistor Rf = R are fabricated by thin-film
deposition on the CMOS die. Because of process variations. the resistances. though
highly matched, are not necessarily accurate. For instance. a ladder with a nominal
rating of 10 kn may in practice lie in the range of 5 kn to 20 kn.

Figure 12.21 shows the circuit diagram of the kth switch, k = I. 2, ... , n. The
switch proper consists of the noMOS pair Mg-M9. while the remaining FETs accept
TTL- and CMOS-compatible logic inputs to provide antiphase gate drives for Mg
and M9. When the logic input is high. Mg is off and M9 is on. so ik is diverted to the
io hus. When the input is low, Mg ison. M9 is off. andik is now diverted to the io bus.

The nonzero resistance,d.,(on) of the switches tends to disrupt lhe 2: I ratio of
the ladder resistances and degrade performance. Since,ds(on) is proportional to the
ratio of the channel length L to the channel width W. it could be minimized by fabri­
cating Mg and M9 with L/ W « I; this. however, would lead to extravagant device
geometries. A common technique for overcoming this drawback is to taper switch
geometries to achieve. at least in the MS bit positions. binary-weighted switch resis­
tances such as 'd.d(on) = 20 n. 'd.,2(on) = 40 n. 'ds3(on) = 80 n. and so on. Since
the currents halve as the switch resistances double. the product'dsk(on) x ik remains
constant throughout the tapered bit positions. causing a systematic switch voltage
drop, whose value is typically 10mV. Since this drop is effectively being subtracted
from VREF. the result is a gain error that is readily trimmed by adjusting Rf.

~g()
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FIGURE 11.24
Digitally programmable filter.

Eq. (4.34) and write

WO = D";R2/ R4/ RsC

'0

D

" +

MDAC Applications

The reference voltage ofa CMOS DAC can be varied over positive as well as negative
values, including zero. This inherent multiplicative ability makes CMOS DACs, aptly
called MDACs, suited to a varietj'. of digitally programmable applications.6

resolutions (8 to 14 bits) and configurations (single, dual, quad, and octal packages).
Many versions include input buffer latches to facilitate microprocessor interfacing.
Depending on resolution, selliing times range from under lOOns to over I /.LS. One of
the earliest and most popular families ofCMOS DACs is the AD7500 series (Analog
Devices).
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(oj (b)
(12.16b)

FIGURE 11.23

(a) Digitally programmable alleDuator: Vo = -Dv,; (b) digitally programmable amplifier:
Vo = (-IID)v,.

indicating that we can program wo digitally from 2-'PiJ7fi/ RsC to (I - 2-')
PiJ7fi/RsC. Once we have a digitally programmable filter, we can readily tum
it into a digitally programmable oscillator by lelling Q -> 00 (see Problem 12.12).,

The circuits of Fig. 12.23 provide, respectively, digitally programmable allenu­
ation and amplification. Using Eq. (12.10) with Rf =R, we find that the allenuator
of Fig. 12.23a gives v0 = - Dv /, so its gain A = - D is programmable from 0 to
-(I - 2-".) V/V ';E -I VIV in steps of2-' V/V.ln the amplifier of Fig. 12.23b we
have V/ = -Dvo, or vo = (-II D)v/.lts gain A = -1/D is programmable from
-1/(I-2-n

) ';E -I VIV when til bits are I,to -2 V/V whenb1b2". b. = 10 ... 0,
to 2' V/V when bl ... b._Ibn = O... Ol,to the full open-loop gain a when all bits
are O. To combat the effect of the stray capacitance of the i 0 bus, it is advisable to
connect a stabilizing capacitance Cf of a few tens of picofarads between the output
and the inverting input of the op amp.S

If we cascade the allenuator of Fig. 12.23a with a Miller integrator having
unity-gain frequency WI, the transfer function of the composite circuit is H =
(-D) x [-I/(jw/wl») = 1/(jw/Dwl). This represents a noninverting integrator
with a digitally programmable unity-gain frequency of DWI. Such an integrator can
be used to implement adigitally programmable filter. The filter example ofFig. 12.24
is a state-variable topology of the type encountered in Fig. 4.37, so we can reuse

EXAMP LE 1U In the circuit ofFig. 12.24specify suitable components for Q = 1/../2.
HOB> =-I VIV, and 10 digitally programmable in IO-Hz steps by means of IGobit
MDACs.

SoIulioo. Impose R, = R. = 10.0 kQ, and let C = 1.0 nF. Then. the full-scale range
is IO<FSRI = 2'0 x 10 = 10.24 kHz. so Rs = 1/(2" 10, 240 x 10-') = 15.54 kQ (use
15.4kQ,I%).

Use fast op amps with low-input-offset error and noise characteristics and wide
dynamics, such as the OPA627 JFET-input op amps (Burr-Brown). To avoid high­
frequency Q enhancemen~ phase-error compensation may be required, as discussed
in Section 6.5.

Figure 12.25 shows a digitally programmable waveform generator. The circuit
is similar to that encountered in Fig. 1O.l9a, except for the use of an MDAC to
control the rate of capacitance charge/discharge digitally. To avoid the uncertainties
of the ladder resistances. the MDAC is current-driven using Ihe REF200 IOO-/.LA
current source (Burr-Brown). When vSQ is high, lREF enters the MDAC; when vSQ
is low. lREF exits the MDAC. In either case the MDAC divides this current to give
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FIGlIRE 12.15
Digitally programmable triangular/square-wave oscillator.
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io = ± DIREF. To find the frequency of oscillation Io, apply Eq. (10.2) with I'1t =
I12Io, 1 = DIREF' and tiv = 2VT = 2(RIIRZ)Vclamp, where Vclamp = 2VD(on) +
VZ5. The result is

FlGlIRE 12.16
Functional diagram of a DAC-based ADC.

DAC-Based A-D Conversion

12.4
A-D CONVERSION TECHNIQUES

EXA MPLE u.s. In the circuit of Fig. 12.25 specify suitable components for 5-V wave­
form amplitudes and 10 digitally programmable in I-Hz steps by means of a 12-bit
MDAC.

This section discusses popular ADC techniques, such as DAC-based ADCs, flash
ADCs, integrating ADCs. and variants thereof2 -4 A more recent technique, known
as sigma-delta (E-ti) conversion, is addressed in the next section.

to perform the code search on the arrival of the START command, and a voltage
comparator to announce when v0 has come witbin ±! LSB of v[ and thus issue an
end-of-conversion (EOC) command. Moreover, to center the analog range properly,
the DAC output must be offset by +! LSB, per Fig. 12.5b.

The simplest code search is a sequential search, obtained by operating the
register as a binary counter. As the counter steps through consecutive codes starting
from O... 0, the DAC produces an increasing staircase, which the comparator then
compares against v[. As soon as this staircase reaches v[, CMP fires anll stops the
counter. This also serves as an EOC command to notify that the desired code is
silting in the counter. The counter must be stepped at a low enough frequency to
allow for the DAC to seltle within each clock cycle. Considering that a conversion
can take as many as 2" - I clock periods, this technique is limited to low-speed
apr:lications. For example. a 12-bit ADC with a I-MHz counter clock will take
(2 Z - 1) J1.S =4.095 ms to convert a full-scale input.

A belter approach is to allow the counter to start counting from the most recent
code rather than restarting from zero. If vt has not changed drastically since the last
conversion. fewer counts will be needed for v0 to catch up with v[. Also referred
to as a /racking or a servo converler, this scheme Wies the register as an up/down
counter with the count direction controlled by the comparator: counting will be up
when v0 < v[, and down when v0 > v [. Whenever v0 crosses vt, the comparator
changes state and this is taken as an EOC command. Clearly, conversions will be
relatively fast only as long as v[ does not change too rapidly between consecutive
conversions. For a full-scale change. the conversion will still take 2· - I clock
periods.

The fastest code-search strategy uses binary search techniques to complete an
n-bit conversion in just n clock periods. regardless of v[. Following is a description
oftwo implementations: the successi,'e-approximation and the charge-redistribution
ADCs.

(12.17)

SoIutlolL For V".mp = 5 V. use V" = 3.6 V. Moreover, use R, = R, = 20 kO and
R, =6.2 kO. The full-scale range is Ill(FSR) =2" x I =4.096 kHz, so Eq. (12.17)
gives C = 100 x 10-·/(20 x 4096) = 1.22 nF (use 1.0nF. which is more easily available,
and raise R, to 24.3 kO, 1%). Use a low-offset lFET-input op amp for OA. and a high
slew-rate op amp for CMP.

III = D (RzI Rt )/REF

4CVclamp

indicating that III is linearly proportional to D.

A-D conversion can be accomplished by using a DAC and a suitable register to adjust
the DAC's input code until the DAC's output comes within ±! LSB of the analog
input. The code that achieves this is the desired ADC output bl ... b•. As shown
in Fig. 12.26. this technique requires suitable logic circuitry to direct the register
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FIGURE 11.18

12-bit, 6-/.Is successive-approximation ADC.
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along with the CMP-05 comparator, whose response time to a 1.2-mV overdrive
(~ LSD) is 125 ns maximum. The desired output code is available both in parallel
form from Qo through QII. or in serial form at the data pin D.

To take full advantage of the bipolar DAC speed. i 0 is converted to a vohage for
the comparator via simple resistive termination. Since its input is vJ) = vI - Rio.
the comparator is in effect comparing ip against VI / R. The function of the 20-MQ
resistance is to provide the required - 2-LSD shift, and that of the Schottky diodes
is to limit the voltage swing at Ihe comparator input in order to reduce delays caused
by the stray output capacitance of the OAC.

The primary factors affecting the speed of a SA ADC are the settling time
of the DAC and the response time of the comparator. The conversion time can be
further reduced by a number of ingenious techniques.

'
such as comparator speed-up

techniques. or variable-clock teChniques, which exploit the faster settling times in
the least significant bit positions.

The resolution of a SA ADC is limited by the resolution and linearity of the
DAC, and the gain of the comparator. A crucial requirement is that the DAC be
monotonic to prevent the occurrence of missing codes. The comparator. besides

~
~

!

This technique uses the register as a successive-approximation regis/er (SAR) to
find each bit by Irial and error. Slarting from Ihe MSD, the SAR inserts a trial I and
then interrogales Ihe 'comparator 10 find whether this causes v0 to rise above vI. If
it does. the trial bit is changed back 10 0; otherwise it is lefl as I. The procedure is
then repealed for all subsequenl bils. one bilat a time. in a way similar to a chemist's
balance. Figure 12.27 iIIustrales how a 10.8-V inpul is converted 10 a 4-bit code
wilh VFSR = 16 V. The analog range, in vohs. is al the left, and the digital codes at
the right. To ensure correct resuhs. the DAC output must be offset by - ~ LSD, or
-0.5 V in our example. The conversion takes place as follows.

Following the arrival of the START command. the SAR sets bl to I wilh all
remaining bits at 0 so that the trial code is 1000. This causes the DAC to output
vo = 16(1 x 2- 1+ 0 x 2-2 + 0 x 2-3 + 0 x 2-4) - 0.5 = 7.5 V. At the end of
clock period TI. vo is compared against VI. and since 7.5 < 10.8, bl is left at I.

At the beginning of T2. ~ is set to I, so the trial code is now 1100 and vo =
16(2- 1+r 2) - 0.5 = 11.5 V. Since 11.5 > 10.8, b2 is changed back to 0 at the
end of T2 .•

At the beginning of T3, b3 is set to I, so the trial code is 1010 and vo =
10 - 0.5 = 9.5 V. Since 9.5 < 111.8. b3 is left at I.

At the beginning of T4. b4 is set to I, so the trial code is 1011 and vo =
II - 0.5 = 10.5 V. Since 10.5 < 10.8, b4 is left at I. Thus, when leaving T4, the
SAR has generated the code lOll, which ideally corresponds to II V. Note that any
voltage in the range 10.5 V < vI < 11.5 V would have led to the same code.

Since the entire conversion takes a total of n clock cycles, a SA ADC offers a
major speed improvement over a sequential-search ADC. For instance, a 12-bit SA
ADC with a clock frequency of I MHz will complete a conversion in 12 /.Is.

Figure 12.2K shows atl "d"dl implementation' using the Am2504 SAR and the
Am6012 bipolar OAC (iuhallced Micro Devices). whose settling time is 250 ns,

15 F------,,..------r---,-----, 1111
14 1110
13 __ 1101
12 1100
II ----- -----r--=~ 1011
10 1010
9 1001
8 1000

~ 0111
5 0110
4 0101
3 0100
2 0011
1 0010
o 0001

"-----=--'---::----'-::--'--::----' ooסס
T1 T1 T3 T..

FIGURE 12.11
Idealized DAC outpul for the 4-bil successive­
approximation conversion of V, = 10.8 V
with VFS• = 16 V.

Successive-Approximation Converters (SA ADCs)586
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To capacitor switches

To resistor •
switche." :

possibly back to ground, to perform a successive-approximation search for the
desired code.

Flipping a given switch SWk from ~u~d.to VREP causes.v~ to increase by the
amount VREP(C/2k- t )/Cr = VREP2- .If It IS found that thiS mcrease causes the
comparator to change state, then SWk is returned to ground; otherwise it is left at
VREP and the next switch is tried. This procedure is repeated a~ each bit ~siti?n,
starting from the MSB and progressing down to the LSB (excludmg the termmatmg
capacitor switch, which is left permanently grounded). It is readily seen that at the
end of the search the voltage presented to the comparator is

vp = -VI + VREP(btr' + bz2-z + ... + bnrn)

and that vp is within ±! LSB of 0 V. Thus, the fin,jj switch pattern provides the

desired output code.
Because of the exponential increase of capacitance spread with n, praclical CR

ADCs are limited to n :::: 10. One way to increase resolution is to combine charge
redistribution with potentiometric techniques,Z as exemplified in Fig. 12.30. Here
a resistor string partitions VREP into 2n• inherently monotonic voltage segments,
and an nL -bit weighted-capacitor DAC interpola~s within the se~ected seg~enl. ~s
long as the capacitances are ratio-accurate to nL bllS. the composite DAC w~1I reta~n
monotonicity to n =nH + nL bits, so using it as part of an SA conversion will aVOId
missing codes. A conversion proceeds as follows.

Initially, SWf is closed to autozero the ~mparator. ~nd the bottom plates.are
connected via the L bus and SWL to the analog mput v/. This precharges the capacItor

SAR and contn~ logic

ade.quate .speed, must provide enough gain to magnify an LSB step to a full output
logic swmg, or a::: (VOH - VOLl/(VFSR/2n ). For instance, with VOH =5 V,
VOL .= 0 V, ~FSR = I? V, and n = 12, we need il ~ 2048 VIV. Another important
requirement IS that dUring conversi?n v / rem.ain constant within ±! LSB; otherwise
an erroneous code may result. For mstance, If v/ were to rise above 11.5 V after the
second clock period in Fig. 12.27, there would be no way for the SAR to go back
and change bz, so a wrong output code would result. This is avoided by preceding
the ADC with a suitable SHA.

SA ADCs a,: ~vailable ~rom a variet~ of sources and in a wide range of perfor­
mance characteristics and prices. Conversion times typically range from under I JJ.S
for the faster 8-bit units to tens of microseconds for the high-resolution (n::: 14)
types. SA ADCs equipped with an on-chip SHA are referred to as sampling ADCs.
A popular example is the ADI674 12-bit, IOO-kilosamples per second (ksps) SA
ADC (Analog Devices).

Charge-Redistribution Converters (CR ADCs)

Th~ circuit of F.ig. 12.29 performs a succ~ssive-approximation conversion using a
weighted-capacitor DAC of the type of Fig. 12.8. Its operation involves three cycles
called the sample. hold. and redistribution cycles.z

During the sample cycle, SWo grounds the top-plate bus while SWj and SWt
through SWn+1 connect the bottom plates to v/, thus precharging the entire capacitor
array to VI.

During the hold cycle, SWo is opened and the bottom plates are switched to
ground, thus causing the top-plate voltage to swing to -v /. The voltage presented
to the comparator at the end of this cycle is thus vp = - vI.

During the redistribution cycle, SWo is still open, SWj is connected to VREP.
and the remaining switches are sequentially flipped from ground to VREP, and
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FIGURE 11.19
Charge-redistribution AOC.

FIGlIRE 11.30
High-resolulion charge-redistribution AOC.
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array to vI minus Ihe comparator's Ihreshold voltage. Ihus removing Ihis Ihreshold
as a possible source of error.

Nexl. SWf is opened. and an SA search among Ihe resislor string laps is per­
formed 10 find the segment within which the voltage held in Ihe capacitor array lies.
The outcome of this search is the nwbil porlion of the desired code.

Once the segmenl has been found. the Hand L busses are connected to Ihe
extremes of the corresponding resistor. and a second SA search is performed to find
the individual bonom-plate switch settings that make Ihe comparator inpul converge
to its threshold. The oulcome of Ihis search is Ihe nL -bit portion of Ihe desired code.
For instance. wilh nH = 4 and nL = S. Ihe circuil provides 12 bils of resolulion
wilhout excessive demands in terms of circuil complexity or capacilance spread and
matching.

Flash Converters

The circuit of Fig. 12.31 uses a resislor sIring 10 creale 2" - I reference levels
separaled from each olher by I LSB. and a bank of 2" - 1 high-speed lalched
comparalors 10 simultaneously compare v I againsl each level. NOle Ihatlo posilion
Ihe analog signal ran~,· p'"pal).lhe lOp and bottom resislors musl be 1.5R and O.5R.
as shown. As the ,. __ ' _.Ire strobed by Ihe clock. Ihe ones whose reference
levels are below,' I Will outpnl a logic I. and Ihe remaining ones a logic O. The
result. referred 10 as a bar graph. or also as a thermometer code. is Ihen converted to
Ihe desired OUlpUI code bl ... b" by a suitable decoder. such as a priorily encoder.

VREf + 1.5R

R

FIGURE 12.31
n-bit flash converter,

Since inpul sampling and latching lake place during the firsl phase of the clock
period. and decoding during the second phase. the emire conversion lakes only one
clock cycle. so Ihis ADC is lhe faslesl possible. Aptly called ajfash cO/lverter, it is
used in high-speed applicalions. such as video and radar signal processing. where
conversion rales on Ihe order of millions of samples per second (Msps) are required.
and SA ADCs are generally nol fast enough.

The high-speed and inherenl-sampling advanlages of flash ADCs are otTsel by
Ihe faclIhal2" - I comparators are required. For inslance. an S-bil converter requires
255 comparators. The exponential increase wilh /I in die area, power dissipation, and
stray input capacilance makes flash converters impraclical for n > 10. Flash ADCs
are available in bipolar or in CMOS teChnology. with resolutions of 6. S,-and 10 bils.
sampling rates of lens 10 hundreds of Msps, depending on resolulion, and power
dissipation ratings on the order of I W or less. Consult the calalogs 10 familiarile
yourself with the range of available products.

Subranging Converters

Subranging ADCs trade speed for circuil complexily by splining Ihe conversion inlo
IWO sublasks. each requiring less complex circuilry. Also called a Iwo-slep. or a
half-flash. converter, Ihis archileclure uses a coarse flash ADC 10 provide an n-bil
accurale digilizalion of Ihe nH most-significanl bils. These bils are then fed 10 a
high-speed. n-bil accumle DAC 10 provide a coarse approximation 10 Ihe analog
input. The difference between this input and Ihe DAC outpul. called Ihe residue. is
magnified by 2"H V/V by an amplifier called Ihe residue amplifier (RA). and finally
fed 10 a fine flash ADC for Ihe digilizalion oflhe nL leasl-significant bit, oflhe /I-bit
code. where n = /lH +"L. Note thallhe half-flash requires an SHA to hold Ihe
value of vI during Ihe digilizalion of Ihe residue.

Figure 12.32 exemplifies an S-bit converter wilh /I L = /I H = 4. Besides the
SHA. Ihe DAC. and Ihe RA. Ihe circuil uses 2(24 - I) = 30 comparalors. indical­
ing a subslamial saving compared 10 lhe 255 comparalors required by a full-flash.
(This saving is even more dramatic for n ~ 10.) The main price for this saving is a
longer conversion time. wilh the first phase comprising the conversion lime of Ihe
coarse ADC. Ihe acquisilion lime of Ihe SHA. and Ihe senling time of Ihe DAC­
sublraclor-RA block. and Ihe second phase comprising the conversion time of the

nGURE 12.3J

S-bit subranging AD<:. (Note thaI DAC must be 8-bil accurale.)
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VFC depends on an RC product whose value is not easily maintained with temper­
ature and time. This drawback is ingeniously overcome by dual-slope converters.

As shown in the functional diagram of Fig. 12.34, a dual-slope ADC, also called
a dual-ramp ADC, is based on a high-input-impedance bu~er, a ~recision integrator,
and a voltage comparator. The circuit first integrates the mput SIgnal v I for a fixed
duration of 2" clock periods. and then it integrates an inlernal reference VREF of
opposite polarity until the integrator output is brought back to zero. The number N
of clock cycles required to return to zero is proportional to th~ value of vI averaged
over the integration period. Consequentl~,N represents ~e d~slred o~tput code: ":Ith
reference to the waveform diagram of FIg. 12.35, followmg IS a detaIled descnptlOn

of how the circuit operates.
Prior to the arrival of the START command, SWI is connected to ground and

SW closes a loop around the integrator-comparator combination. This forces the
aut;zero capacitance CAZ to develop whatever voltage is needed to bring the output

5'12
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fine ADC. Moreover. the requirementlhat the DAC be n-bit accurale may be a heavy
requiremenl.

Subranging ADCs, though not as fast as full-flash ADCs, are slill comparably
fasler than SA ADCs, so the subranging architecture, or variants4 Ihereof, is used in
a number of high-speed ADC products.

Pipelined Converters

Pipelined ADCs break down the conversion lask inlo a sequence ofN serial SUblasks,
and use SHA interstage isolation to allow for the individual subtasks to proceed
concurrently to achieve high throughput rales. With reference to Fig. 12.33, each
subtask stage consists of an SHA, an ADC. a DAC, a subtractor, and an RA, with
some or even all functions often combined in one circuil.4 The first stage samples
v I, digitizes k bits. and uses a DAC-subtractor-RA circuit to creale a residue for
the next stage in the pipeline. The next stage samples the incoming residue and
performs a similar sequence ofoperations while the previous slage begins processing
the next sample. The ability of the various stages to operate concurrently makes
the conversion rate depend on the speed of only one stage, usually the first stage.
Pipelined structures are used in a variety of tormats. including the case k = I, which
results in the simplest per-stage circuitry, though n such stages are needed. However,
if stages are reused. considerable savings in die area can be achieved.

~ ~ ~

,,0 Q 0
1~."LZ:J- ... l2J

r-------------------------------------, ', I

I '
I 'I
I I
I I
I I
~ l

.-U;lIRF: \l.B

Pipeline ADC architecture.

R

FIGURE U.34
Functional diagram of a dual-slope ADC.
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Integrating-Type Converters

These converters perform A-D conversion indirectly by converting the analog input
to a linear function of time and thence to a digital code. The two most common
converter types are the charge-balancing and dual-slope ADCs.

Charge-balancing ADCs convert the input signal to a frequency, which is then
measured by a counter and converted 10 an output code proportional to the analog
inpul.K These converters are suited to applications where it is desired to exploit the
ease with which a frequency is transmilled in noisy environments or in isolated form,
such as telemetry. However, as seen in Section 10.7. the transfer characteristic of a

I,
I

: -v,IRC
I------,----------
I,.

Integrate v,

FlGlIRF: \1.35
Dual-slope waveform.

I
I
I
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The digitization process, depicted in Fig. 12.360, has a profound impact on the
frequency spectrum of the input signal. We are primarily interested in the situation
from de to the sampling frequency Is. As depicted in Fig. 12.36b, this range consists
of two zones, namely, zone I extending from de to Is/2, and zone \I extending from
Is/2 10 Is. Zone I is also called the baseband, and Is/2 is called the Nyquist
bandwidth. The effects of digitization are twofold: 1,2

I. Digitization, viewed as discretization in time, creates additonal spectral compo­
nents, called images, at locations symmetric about the midpoint Is/2; for in­
stance, a spectral component of vt at I = It results in an image at I = Is - It,
as shown in Fig. 12.36b, top.

It is apparent that the most critical part of a data converter is its analog circuitry.
Because of component mismatches and nonlinearities, drift and aging, noise, dy­
namic limitations and parasitics, resolution and speed can be pushed only so far.
Oversampling converters ease analog-circuitry requirements at the expense of more
complex digital circuitry. These converters are ideal for mixed-mode Ie fabrication
processes, where fast digital-processing circuitry is far more easily implemented than
precise analog circuitry. The principal benefits of oversampling followed by digi­
tal filtering are relaxed analog-filter requirements and quantizatioll-noise reduction.
Sigma-delta (E-to) converters combine with these benefits the additional benefit of
noise shaping to achieve truly high resolutions (e: 16 bits) with the simplest analog
circuitry (I-bit digitizers).

Before embarking on Ihe study of o'versampling and noise shaping, we need
to examine in greater detail conventional sampling, also referred to as Nyquist-rate
sampling.

Moreover, they are available both in microprocessor-compatible and in display­
oriented versions. The laller provide the output code in a format suitable for driving
decimal LCD or LED displays, and their resolution is expressed in terms of deci­
mal digits ralher than bits. Since the leftmost digit is usually allowed to run only
to unity, it is counted as ~ digit. Thus, a 4~-digit sign-plus-magnitude ADC hav­
ing VFSR =200 mV yields all decimal codes within the range of ± 199.99 mV and
with a resolution of 10 IJ-Y. An example is the ICL7129 4~-digit ADC (Harris),
which, with the help of suitable support circuitry, is easily turned into a full-fledged
mullimeter to measure both de and ac voltages and currenlS, as well a~ resistances.

We are now able to compare the circuit complexity and the required clock-cycles
for the architectures discussed so far:

of OA2 right to the comparator's threshold voltage and leave it there. This phase,
referred to as the autozero pha.,e, provides simultaneous compensation for the input
offset voltages of all three amplifiers. During the subsequent phases, when SW2
opens, CAZ acts as l\II analog memory to hold the voltage required to keep the net
uffset nulled.

At the arrival of the START command, the control logic opens SW2, connects
SW\ to VI (which we assume to be positive), and enables the counter, starting
from zero. This phase is called Ihe signnl integrale phase. As the integrator ramps
downward, the counter counts until, 2" clock periods later, it overflows. This marks
the end of the current phase. The swing tov2 described by the integrator during this
interval is found via Eq. (10.2) as C tov2 = (Vi / R) x 2" x 1CK, where TCK is the
clock period, and Vi the average of vlover 2" 1CK.

As the overflow condition ineached, the counler resets automatically to zero
and SW, is connected 10 - VREF, causing V2 to ramp upward. This is called the
deintegrate phase. Once V2 again reaches the comparator threshold, the comparator
fires 10 stop the counler and issues an EOC command. The accumulated count N is
such that C tov2 = (VREF/ R)NTcK· Since C tov2 is the same during the two phases,
we get

N = 2" VI
VREF

We make a number of important observations.

I. The conversion accuracy is independent of R, C. TCK, and the input offset volt­
age of the three amplifiers. As long as these paramelers remain stable over the
conversion period, they affect the two integration phases equally, so long-term
drifts are automatically eliminaled.

2. An integrating ADC offers excellent linearity and resolution, and virtually zero
differential nonlinearity. With an integrator of suitable quality, nonlinearity errors
can be kept below 0.0 I%, and resolution can be pushed above 20 bits. Moreover,
since V2 is a continuous function of time, differential nonlinearity, within the
limits of clock jiller, is virtually absent, so there are no missing codes.

3. A dual-slope ADC provides excellent rejection of ac noise components with
frequencies that are integral multiples of 1/(2" TCK). For instance, if we specify
TCK so Ihat 2"TcK is a multiple of 1/60 = 16.67 ms, Ihen any 6O-Hz pickup
noise superimposed on the input signal will be averaged to zero. In particular, if
2"TcK'= 100 mS,the ADC will reject both 50-Hz and 6O-Hz noise.

4. An integraling converter does nol require an SHA at the input If vI changes, the
converter will simply average it out over the signal-integrate period.

The main drawback of dual-slope ADCs is a low conversion rate. For instance,
imposing 2" TCK = 1/60 and allowing as many clock periods to complete the
deintegrate phase for a full-scale input, it follows that the conversion rate is less
than 30 sps. These converters are suited to highly accurate measurements of slowly
varying signals, as in thermocouple measurements, weighing scales, and digital
multimeters.

Dual-slope ADC ICs are available from a variety of sources, usually in CMOS
technology. Besides autozero capabilities, they offer automatic input polarity sens­
ing and reference polarity switching to provide sign and magnitude information.
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FIGURE 12.41
Switched-capacitor implementation of a first-order modulator. Boltom-switch
phase is ("',. ",,) for Vo =high, and ("',. "',) for Vo =low.(hI(tl)
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( 12.26)

Speclral density

The plot of Fig. 12.42 reveals that the modulator. shifts. most of the noise e~ergy
toward higher frequencies. Only the shaded portIOn Will make It past the filter/

(12.29)leq,,(jf) I = 2 sin(rrJ! kJs )leqj(jf)1

For frequency bands extending down to dc, H un is usually implemented
with integrators; however, depending on the application, other filter types may be
more efficient. such as band-pass filters in telecommunications. t t In mixed-mode IC
processes, H (jf) is implemented using sWitched-cap~citortechniques..Figure 12.4\
shows an SC realization tl of the I-bit modulator. USlOg Eq. (4.22) WIth CI = C2,
w = 2rrJ. and TCK = I I kJs, we can express the SC integrator transfer function as
H(jf) = IIlexp(j2rrfl kJs) - 1I. Substituting into Eq. (12.26) gives

Vo(jf) = VjUf)e-j2nf/kf, + eqo(jf) (12.27)

eqo(jf) = (I - e-j2nf/kfs)eqj(jf) (12.28)

By the well-known Fourier-transform property that multiplying by exp( - jwT) in
the frequency domain is equivalent to delaying by T 10 the tIme domalO, ~. (12.27)
indicates that vo is simply VI delayed by II kJs. Moreover, applymg Euler s IdentIty

to Eq. (12.28), we can write

lz~ql.Jf7;;12 ........
1'.01

II -------------,--. f

ol,n

I I
V,,(jf) = I + I I H (jf) V; (jf) + I + H (jf) eq;(jf)

Choosing H un such that its magnitude is sufficiently large over the frequency
band of interest will provide the simultaneous benefits of (a) making Vo closely
track V; over the given band and (b) draJ/ically reducing quantization noise over
the sallle band. This is not surprising for the observant reader who has already noted
the similarity of Fig. 12.40 to Fig. 1.25, or the similarity of Eq. (12.26) to Eq. (1.53)
with H playing the role of T and eq ; that of .q.

Figure 12.39 shows the integrator and comparator outputs for two representative
input conditions (the dots mark the instants'in which CMP is strobed). In (a) vI is set
at midrange. so the serial stream contains an equal number of Os and Is. To decode
this stream with a 2-bit resolution, we pass it through a digital filter which computes
its average over four samples. The result is the fractional binafj value Do = 10,
corresponding to (~ + ~)VFSR, or 0.5VFSR. In (b) VI is set at 4 of the range, so
the serial stream contains three I s for every O. After averaging, this gives Do =II,
corresponding to (~ +!)VFSR, or 0.75 VFSR. It is apparent that the distribution ofOs
and Is in the serial stream depends on the value of VI within the range of 0 tu VFSR.

To understand how noise shaping comes about, refer to Fig. 12.40, where the
quantization error is modeled additively via the noise process eq;(jf) = q l..jkJs/2.
By inspection. the various Fourier transforms are related as Vo = eq+H x (Vj - Vol.
or

FI(~lIR": 11.39
Inlegrator and comparalor outputs for (a) v, = O.5VFS•• and (b) v, = O.75VFS••

.·U;LIRE I2.4D

Linear system model of a E-6. ADC.

FI(;UU; 12.41
First-order noise shaping (k = 16).
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indicating a 205-bit improvement for every oclave of oversampling.

decimator, so the corresponding rms output noise is obtained as

(

/./2 ) 1/2
Eq = fo leqo(jfll2dj (12.30)

For k»Jr, we obtain (see Problem 12.22) Eq =Jrq/J3k"J=JrVFSR/(2"J36k3).
Expressing k in the form k = 2m gives, for a first-order I:-L1 ADC,

SNRmax = 6.02(n + 105m) - 3.41 dB (12.31)

603

Problems

U.4 A 4-bit weighted-resistor DAC of the type of Fig. 12.7 is implemented with VOEV =
-3.200 V and a high-quality op amp, bul gross resistor values, namely, RI = 9.0 k!"!
instead of 10 kn, 2R =22 kn instead of 20 kn, 4R = 35 kn instead of 40 kn, 8R =
50 kn instead of 80 kn, and 16R = 250 kn instead of 160 kn. Find lhe gain error,
along with the integral and differential nonlinearities. Comment on your findings.

PROBLEMS

12.8 (a) Derive expressions for the element values in the Norton equivalent of the current­
drivenR-2RladderDACofFig.12.17.(b)Suppose VoEv/R, = I rnA, R = I kn,
and the output of the DAC is fed to a simple 1-V converter op amp with a feedback
resistance of I kn. If the 1-Vcon.erter introduces an offset error of l LSB and a gain
error of -! LSB, find lhe I-V converter output for b,b,b.1b. = 0000. 0100, 1000,
1100, and 1111. (c) Find the closed-loop small-signal bandwidth if the op amp has a
constant OBP of 50 MHz.

12.7 (a) Using an 8-bit R-2R ladder with R = 10 kn, an LM385 2.5-V reference diode,
and a 741 op amp. design an 8-bit voltage-mode DAC with Vvso = to V. (b) Modify
your circuit so that Vo is offset by -5 V. Assume ± 15-V. regulated supplies.

U.S The AH5010 quad switch (National Semiconductor) consists of four analog-ground
p-FET switches and relative diode clamps of the type of Fig. 9.37, plus a fifth dummy
FET for rd,(on, compensation. (a) Using an LM385 2.5-V reference diode. an AH5010
quad switch (rd"on, ;;: 100 1'2), and a JFET-inpul op amp with ± 15-V supplies, design
a 4-bil weighted-resistor DAC wilh VFSO = +10.0 V. (b) Compute Vo for each input
code. (e) Repeat if the op amp has Vos. = 1 mY. What are the offset and gain errors
of your DAC? '

12.6 One way of curbing excessive resistance spread in an 8-hit weighted-resistor DAC
is by combining the outpulS of two 4-bil DACs as Vo = VOlMS} + 2-'VOILS), where
VOIMS} is the output of the DAC using the four MSBs of the 8-bit code, and vOll.s)

that of the DAC using the four LSBs. Using components of the type of Problem 12.5,
design one such 8-bit DAC.

U.l A 3-bit DACdesigned lor V.~o = 3.2 V is sequenced through all input codes from 000
to II I, and the actual output values are found to be Vo = 0.2,0.5, 1.1. 1.4, 1.7, 2.0,
2.6, and 2.9, all in V. Find the offsel error, the gain error, the INL, and the DNL, in
fraclions of I LSB.

12.2 A full-scale sinusoid is applied to a 12-bit AOC. If the digital analysis of the output
reveals that the fundamental has a normalized power of I W while the remaining
power is 0.6 p.W, find the effective number of bits of this AOC. What is the SNR if
the input sinusoid is reduced to I/tOOth of full scale?

12.3 A 6-bit weighted-resislor DAC of the type of Fig. 12.7 is implemented with VOEV =
1.600 V, but with RI = 0.99R instead of RI = R, and a low-quality op amp having
Vos = 5 mVanda = 200V/V. Find the offset and gain errors ofthis DAC, in fractions
of I LSB. Whal is the worst-case value of the OUlput when all bits are set to I?

12.2 D·A ooD.erslon tecbnlques

12. t Perfonnonce specilkations

EXAMPlE 1z.7. Find k for SNRmu ~ 96 dB (or ~ 16 bits) using (a) a first-order aod
(b) a second-order I:-L1 AOC.

Solution.

(a) Imposing 6.02(1 + Um) - 3.41 ~ 96 gives m ~ 10.3, or k ~ 2'0.3 ;;: 1261.
(b) Similarly, k ~ 261 ;;: 105.

Besides offering the aforementioned advantages of undemanding and mixed­
mode-compatible analog circuitry, I-bit quantizers are inherently linear: since only
two output levels are provided, a straight characteristic results, with no need for
trimming or calibration as in multilevel quantizers. Moreover, the presence of !be
integrator makes the input SHA unnecessary-if at the price of more stringent input­
drive requirements due to charge injection effects. 12

Praclical upper limits on sampling rates currently restrict I:-L1 ADCs to
moderate-speed but high-resolution applications, such as digital audio, digital tele­
phony, and low-frequency mwsurement instrumentation, with resolutions rang­
ing from 16 to 24 bits. t2-14 An additional factor to keep in mind is that since the
digilal filter/decimator computes each high-resolution sample using many previous
low-resoluliun samples. there is a latency as information progresses from input to
oUlputthrough the various slages of the filter. This delay may be intolerable in cerlain
reaHime applications, such as control. Moreover, it makes I:-L1 converters unsuited
to input multiplexing, that is, to situations where it is desired to share the same ADC
among different sources to help reduce cost.

The interested reader is referred to the Iiterature9-11 for additional practical
issues such as slability and idle tones, system architectures, and the fascinating
subject of digital filtering and decimation.

indicating a 1.5-bit improvement for every OClave ofoversampling; this is beller than
the Oo5-bit improvement without noise shaping.

The benefits of noise shaping can be enhanced further by using higher-order
modulators. For inslance, suitablY cascading I I two subtractor-integrator bloc~sgives
a second-order I:-L1 ADC with

leqo(jfll = [2 sin(Jrf/kjs»)2 Ieqi (jfll (12.32)

Substituting into Eq. (12.30), we obtain (see Problem 12.22), for k» Jr, Eq = Jr2q/
../5fJ = Jr 2 VFSR/(2"v'60kS). This yields, for a second-order I:-L1 ADC,

SNRmax = 6.02(n +2.5m) - 11.l4dB (12.33)
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With reference to Fig. 12.36b,lop, we observe that as long as all spectral compo­
nents of v I lie within zone I,their images will be confined within zone II. Processing
the spectrum of Ihe digitized signal with a low-pass filter having a cutoff frequency
of Is/2 will pass the baseband components and block their images, thus allowing
for Ihe full recovery of the spectrum of vI. This spectrum can, in tum, be used to
reconstruct VI itself. However. should VI possess spectral components in zone II.
their images will creep into zone I, overlapping the legitimate component~ there and
causing nonlinear distortion. This phenomenon, referred to as alia.,ing, introduces
an ambiguity that prevents the recovery of the spectrum of v I. Nyquist's criterion
states that if we want to recover or reconstruct a signal of a given bandwidth I B
from its digitized version, the sampling rate Is must be such that

2. Digilization, viewed as discretization in amplitude, introduces quantization noise.
as discussed in Section 12.1. The noise' power of vI folds into the baseband, in
the manner depicted in Fig. 12.36b, bottom.

If v I is a relatively active or busy signal, its quantization noise can, under certain
nd't' 9 10 be t d h' . . h .co I Ions, . reate as w Ite nOIse Wt! spectral densIty

q
eq = J/s/2 (12.19)

where q = VFSR /2" Jf2. The rms value is

Eq = (10 M2 e~ dl ) 1/2 = q (12.20)

or Eq = VFSR/2"Jf2, in accordance with Eq. (12.4). As we know, this results in
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( 12.23)
q

eq = .jk(~/2

Oversampling

Consider now the effect of speeding up the sampling rate hy a factor of k, k » I.
This is shown in Fig. 12.370. The ensuing benefits. illustrated in Fig. 12.37b, are
twofold:

I. The transition band of the analog filter preceding the digitizer is now much wider.
providing an opportunity for a drastic reduction in circuit complexity. In fact, in
oversampling converters of the I;-~ type, this filter can be as simple as a mere
RC stage!

2. The quantization noise is now spread over a wider band, or

where 21B is called the Nyquist rate. This requirement can be met either by band­
Iimiling VI below Is/2, or by raising Is above the Nyquist rate.

A familiar aliasing example is offered by the spoked wheels of a stagecoach
in a 16-mm, 24-frames-per-second Western. As long as the coach travels slowly
enough relative to the camera's sampling rate of 24 frames per second, its wheels
will appear to be turning correctly. However, as the coach speeds up, a point is
reached where the wheels will appear to be slowing down, indicating an alias, or
unwanted frequency, near the upper end of the baseband. Speeding up further will
lower the alias frequency until it reaches dc, where the wheels will appear to be still.
Any speed increase beyond this point will result in a negative alias frequency, making
the wheels appear to be turning hackward! These aliasing effects could be avoided
either by limiting the filming only to slow scenes. or by increasing the number of
frames per second. ..

In practical ADCs, to avoid wasting digital data rate, Is is usually specified not
far above the Nyquist rate of 2/8. For example, digital telephony, where the band
of interest is 18 = 3.2 kHz and thus 2/8 = 6.4 kHz, uses Is = 8 kHz. Likewise.
compact-disc audio, where IB = 20 kHz and 2/8 = 40 kHz, uses Is =44.1 kHz.
Even though Is is not strictly equal to 2/B, these converters are loosely referred to
as Nyquist-rate converters.

It is apparent that in order to prevent any noise or spurious input spectral com­
ponents above Is /2 from folding into the baseband, an antialiasing filter is required.
Such a filter must provide a flat response up to I B and must roll off rapidly enough
thereafter to provide the desired amount of suppression at Is /2 and beyond. The
shaded area of Fig. 12.36b, top, represents the baseband aliases of the unsuppressed
signal and noise components above .fs/2. The contribution from these aliases must
be kept below! LSB by suitable choice of Amin' Such a choice, in tum, depends
on the noise distribution and the spectral makeup of 1'1 for I ~ Is /2. It is apparent
tbat the performance requirements of the antialiasing filter can be quite stringent.
Elliptic filters are a common choice for this task because of their sharp cutoff rate,
if at the price of a nonlinear phase response.

(12.21)

(b)

fs fs· fs,,---
/fs-f,, .

I i
'---.L-mL-'--'----L.-.-. f
o fsl2 fs
I+-Zone I--+--Zone 11-01

Amplilude

e,

qrfhiio-,----~·fo fs l2

SNRmax = 6.02n + 1.76 dB

",

lu)

FII;['RF. 12.36

Nyquisl sampling wilh analog filtering.
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Is > 2/B ( 12.22) indicating a spectral-density reduction by .jk.



~" .

The price for the preceding benefits is the need for a digilal filter at the output
of the digitizer to (a) suppress any spec\lal components and noise above Is/2, and
(b) reduce the data rate from kls back to Is, a process known as decimation. Though
digital filtersldecimators are beyond the scope of this book, it must be said that they
can be designed for very sharp cutoff characteristics with good phase response.
Moreover, they are far more easily implemented and maintained with temperature
and time than their analog counterparts, and they can readily be reprogrammed in
the software, if needed.

We observe that the rms noise at the output of the digitizer is still VFSR/2' v't2;
however, only the shaded portion will make it past the filter/decimator, so the rms
noise at the output is
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Vo 1 Digilal fiher n

(lIs) & decima'or lfs)

FIGURE 12.31

First-order 1::-6 AOC.

Noise Shaping and E-A Converters

Remark.. Oversampling, while increasing resolution. does not improve linearity: the
integral nonlinearity of the final 16-bit conversion cannot be better Ihan that of the 12-bit
AOCused!

EXAMPLE 11.6. An audio signal is oversampled with a 12-bit AOC. Find the over­
sampling frequency needed to achieve a 16-bit resolulion. What is the corresponding
SNR....?

Solution. To gain 16 - 12 = 4 bits of resolution we need to oversample by m =
4/(/2) = 8 octaves, so the oversampling frequency must be 2" x 44.1 kHz =
11.29 MHz. Moreover. SNR.... = 98.09 dB.

It is instructive to develop an intuitive feel for quantization-noise reduction. To this
end, refer back to Ihe 3-bit ADC example of Fig. 12.5, and suppose we apply a
constant input V, lying somewhere between ~ V and ~ V. The ADC will yield either
Do =011 or Do = 100, depending on whether V, is closer to ~ V or to ~ V.
Moreover, only one sample needs be taken to find Do. An ingenious way 10 increase
resolution above 3 bits is to add aGaussian-noise dither e. (I) to VI, and take mulliple
samples of the resulting signal vI (I) = V, + e.(I). Because of the fluctuations of
vI (I), the samples will form a Gaussian distribution about some mean value. which
we can easily compute by taking the average of our multiple readings. The result
gives a more accurate estimate of V,! In facl. Eq. (12.25) indicates that we need
four samples to increase resolution by I bit, sixleen samples 10 increase by 2 bils,
sixty-four samples to increase by 3 bits, and so forth.

E-~ ADCs use feedback for the double purpose of (a) generating dither to
keep the input busy, and (b) reshaping the noise speclrum to reduce the amount of
oversampling required. In its simplest form l depicted in Fig. 12.38a, a E-~ ADC
consists ofa I-bit digitizer or modulator 10 convert v I to a high-frequency serial data
S\leam v0, followed by a digital filter/deciptatorlo convert this stream to a sequence
of n-bit words of fractional binary value Do at a lower rate of Is words per second.
The modulator is made up of a latched comparator acting as a I-bit ADC, a I-bit
DAC, and an integratorlo integrate (E) the difference (M between vI and the DAC
output; hence the name E-~ ADC. The comparator is strobed at a rate of kls sps,
where k, usually a power of 2, is called the oversampling ralio.

(12.24)

(12.25)

00

(b)

(u)

AI,

Digital filler k/:r Is
Analog t~I~~ 1_ - -

(
f/2 2 ) t/2

Eq = (' -q-dl =q/.fk
Jo kls/2

..

SNRmax = 6.02(n +0.5m) + 1.76 dB

",

FIGURE 12,37

Oversampling with analog and digital filtering.

indicating a ~-bit improvement for every octave of oversampling.

or Eq = VFSR/2' v'i2k. Expressing k in the form k =2m , we now have
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11.5 OveJ'Sllmpllnl converters

4 pF toward ground, find the intennediate values of vp during the conversion of
v, = 1.00 V.

12.18 Assume the 8-bit subranging ADC of Fig. 12.32 has VRE.=2.56O V. (a) Find
the total number of comparators, their voltage reference levels, and the maximum
level tolerances allowed for a ±l LSB accuracy. (b) Find b, ... bR. VRES. and the
quantization error for vI = 0.5 V. 1.054 V, and 2.543 V.

12.19 Show that if the input to the dual-slope ADC of Fig. 12.34 contains an unwanted ac
component of the type Vi = Vm COS(wI +0), then the result of integrating it over the in­
terval T = 2"TrK is proportional to the samptingfunclion Sa(wT) = sin(wT)/(wT).
Plot \Sa(wT)ldB vs. wT. and verify that this type of ADC inherently rejects all un­
wanted ac components whose frequencies are integltl multiples of 1/ T.

12.20 The integrator of a dual-slope ADC is implemented with an 01' amp ha'ling gain
a = 10' V/V. (a) Assuming ils output vo(l) is initially zero. find vo(1 ~ 0) if the
input is v/ = I V. (b) Find the minimum value of RC so that vo(1 = 100 ms) is
afflicted by an error of less than I mV.

12.21 A 14-bit dual-slope ADC of the type of Fig. 12.34 is to be designed so that it rejects
the 6O-Hz power-line interference frequency and harmonics thereof. (a) What is the
required clock frequency irK? What is the time required to convert a full-scale input?
(b) If VRE' = 2.5 V and the input is in the range 0 to 5 V. what is the value of RC
for a peak value of 5 V at the integrator's output for a full-scale input? (c) If compo­
nent aging causes R to change by +5% and C by -2%, what is the effect upon the
integrator's output for the case of a full-scale input? Upon the conversion's accuracy?
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Problems

(a) Plot le.n(jIlI.O 5 I 5 kls/2 for the second-order E-l> ADC, and compare
with the first order. (b) Show that the nns noise before digital filtering is J2q for the
first-order modulator, and JSq for the second-order modulator. (c) Using the approx­
imation sin x == x for x « I, show that the fms noise aner digital filtering is, for
k »1f,1fq/J31(3 for the first-order modulator, and 1flq/../50 for the second-order
modulator. (d) Find the nns noise percentage removed by the digital filter for both

orders if k = 16.

12.22

12.9 The programmahle altenuator of Fig. 12.23a can be turned into a programmable
altenuator/amplifier by using a T-network of the type of Fig. 2.2 in the feedback path.
This is achieved by interposing a voltage divider between the op amp output and the
Rf pin of the DAC (see Analog Devices Application Note AN-1J7). Using a 12-bit
MDAC with Rf = 10 kn. design a circuit whose gain can be varied from .1 V/V to
64 VIVas the input code is sequenced from o... 01 to I ... II. ..

12.10 Consider the circuit ohtained from the biquad filter of Fig. 3.36 by replacing the
inverting amplifier COA, plus the R.. resistances) with the programmable attenuator of
Fig. 12.23a. Find an expression forthe band-pass response. and verify that both 10 and
Q are proportional to ../i5. indicating a digitally programmable. constant-bandwidth
band-pass filter.

12.3 MulllplylnK IJAC 8pplk8110no

12.14 Using an S-bit CMOS DAC of the type of Fig. 12.11, an LM385 2.5-V reference
diode. and an LM317 regulator of the type of Fig. 11.26. along with other components
as needed. design a I-A power supply digitally programmable over the range 0.0 V to
10.0 V. Assume ± 15-V supplies.

12.12 Modify the quadrature oscillator of Fig. 10.6 for peak amplitudes of 5 V and 10
digitally programmable in 10-Hz steps by means of a dual IO-bit MDAC.

12.13 Using a 12-bit MDAC and an AD537 wide-sweep CCO (see Fig. 10.33), design a
triangular wave generator with peak values of ±5 V and Io digitally programmable
in IO-Hz steps. The circuit is 10 have provision for both frequency and amplitude
calihration. Assume the triangular wave available acTOsS the timing capacitor of the
AD537 has a peak-to-peak amplitude of ~ V.

12.11 Consider the circuit obtained from Fig. 12.24 by removing R•• MDAC" OA" and
the OA .. integrator. (a) Sketch the reduced circuit. and show that now OA, and OA,
provide. respectively. tbe first-order high-pass and low-pl... responses. (b) Specify
suitable components so that the low-pass response has a dc gain nf 20 dB. the high­
pa.~s response ha.s a high-frequency gain of 0 dB. and the characteristic frequency is
digitally programmable in 5-Hz steps by means of a dual IO-bit MDAC.
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12.4 A-D conversion techniques

12.15 As we know, a SA AOC must usually be preceded by a THA. However. if the input
is sufficiently slow to change by less than ±! LSD during the conversion cycle. then
the THA is unnecessary. (a) Show that a full-scale sine wave input can be converted
without the need for a THA. provided its frequency is below I ... = I /2"1flsAr. where
'SAC is the time it takes for the SA AOC to complete a conversion. (b) Find 1m.. for
an 8-bit SA ADC operating at the rale of ut conversions per second. How does 1m..
change if the SA ADC is preceded by an ideal SHA?

12.23

12.24

Compare the sampling rates oeeded for a 16-bit audio ADC using a I-bit ADC with
(a) straight oversampling, (b) first-order noise shaping. and (c) second-order nOIse

shAping.

An 8-bit ADC that is linear to 12 bits is used to perform conversions over a 100-kHz sig­
oal bandwidth. (a) Find the sampling rate required to achieve 12 bits of accuracy using
straight oversampling. (b) Repeat. but for the case in which the above ADC is placed
inside a first-order E-l> modulator. (c) Repeat. but for a second-order modulator.

12.16 Discuss the general requirements on the reference, DAC. and comparator of an 8-bit
SA ADC for a conversion time of I lIS over Ihe range 0 "e ~ T ~ 50°C with an
accuracy of ±1/2 LSR, if VFSR = 10 V.

12.17 Consider a charge-redistribution ADC nf the type of Fig. 12.29 with n =4.
VRH:;:;: 3.0 v, and C:;:;: 8 pE Assuming noue \' '> has a parasitic capacitance of

12.25 AnoversamplingaudioADCwithn = 16. V'SR = 2V,f, = 48 kHz, and k.f., = MIs
uses a simple RC network as the input antialiasing filter. (a) SpeCify RC for a maxI·
mum atteouation nf 0.1 dR for 0 5 I 5 20 kHz. (b) Assuming the spectral makeup
of \'1 within the llrst image band kfs ± 20 kHz is just white noise with spectral den­
sity en~" find Ihe maximum allowed value of em" so Ihat the corresponding base-hand

rms noise is less than ~ LSB.
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13.2 Analog MUltipliers
13.3 Operational Transconductance Amplifiers
13.4 Phase-Locked Loops
13.5 Monolithic PLLs

Problems
References

The highly predictable characteristic of the bipolar junction Iransistor is ex­
ploired in the realizalion of some very useful nonlinear functions, such as logarilh­
mic conversion and variable transconduclance multiplicalion. These functions. in
tum. provide the basis for a variety of other analog operations. such as antilogarith­
mic amplification, true rms conversion. analog division and square-root computa­
tion. various forms of linearization. and voltage-controlled amplification, filtering,
and oscillation. These precise building blocks simplify analog design considerably
while broadening Ihe scope of practical analog circuits to applications where con­
siderations of speed or cost require implementation in analog rather Ihan digital
form.

Another important class of nonlinear circuits is provided by phase-locked loops.
Though unrelated to those just mentioned. PLLs encompass many of the important
lopics that we have sludied so far. We thus find it appropriate to conclude the book
with this subject.
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(13.6)

(13.5)

(13.4)..

VI- Vos- RIB
\'a = - VT In --'---=-':---

RI.,

The input offset error (Vas + RIB) sets the ultimate limit on ';he range ~f inputs
that can be processed within a given log conformIty error. Wlde-dynamlc-range
loggers use op amps with ultra-low Vas and IB to ~pproach the ideal charactenst~c

of Eq. (13.5). The ultimate limit is then posed by dnft and nOIse. If the transdlOde IS

driven directly with a current source iI. Eq. (13.5) reduces to vo = - VT In(1 11 I.,),
and the ultimate limit is now set by the input bias current of the op amp or by the low­
end log conformity error of the BJT. whichever is higher. In general, current-driven
loggers offer a wider dynamic range than voltage-driven loggers.

VI
vo=-VTln­

RI.,

If we take into account also the input bias voltage Vas and bias current IB, then
the collector current becomes ic = (v1- Vos) I R - IB, so the transfer characteristic
takes on the more realistic form

Log/antilog amplifiers exploit the exponential characteristic of a forward-active BJT.
By Eq. (5.3), this characteristic can be written as VBE = VT In(ie/I,). Practic~1
logging BJTs conform to this equation remarkably well over a range of at lea~t SIX
decades, I typically for 0.1 nA:",: ic :"': 0.1 rnA. The heart of log/antilog amps 's the
circuit of Fig. 13.1 b, known as the transdiode configuration. The op amp converts
vI to the current i I = vII R, and then forces the BJT in its feedback path to respond
with a logarithmic base-emitter voltage drop to yield

The Transdiode Configuration

where 10 is the output reference current and V; the input scale factor. in yolts per
decade or per octave. The output of an antilog amp can be converted to a voltage
by means of an op amp 1-V converter. When plotted on semilog paper with vI on
the linear axis and iollo on the logarithmic axis, Eq. (13.4) also yields a straight
line. The above log conformity error considerations still hold, but with the input and
outpot errors interchanged.

a 20-bit AID converter, which can be a challenging and expensive proposition.
Consider now the effect of compressing the input with a log amp before digitizing.
Letting, for instance, b = 10, Vo = I V/dec, and Ii = 10 nA, the current range is now
compressed to a 0 to 4-V voltage range. Since a I% current accuracy corresponds
to a 4.32-mV voltage interval, the required resolution is now (4.32 x 10-3 )/4 ;::
1/926 ;:: 1/210, or 10 bits. This represents a substantial reduction in cost and circuit
complexity!

The inverse function of logarithmic compression is exponential expansion. This
is provided by the antilogarithmic amplifier (antilog amp), whose transfer charac­
teristic is

(13.3)

"0

lb)(a)

R

l--/- *(log)

Fila/HE 13.1
Logarithmic characteristic and the Iransdiode configuration.

13.1
LOG/ANTILOG AMPLIFIERS

A logarithmic amplifier-also called log amp, or logger-is an 1-V converter with a
transfer characteristic of the type

For instance, with b = 10 and Vo = I VIdec, a 1%input errorcorresponds to an output
error eo = I log10(I +0.01) = 4.32 mV. Conversely, eo = 10 mV corresponds to a
percentage error p such that 10 mV = I log10(I + p), or p = 2.33%.

The main application of log amps is data compression. As an example, consider
the digitization of a photodetector current over the range 10 nA:",: i/ :"': 100}.LA with
an error of less than I % of its actual value. Since we have a four-decade range. the
required resolution is 0.01/104 = 1/106 , or I ppm. Since 106 =220, this requires

i /
vo=Vologb - (13.1)

I;

where Vo is called the output scale factor. I; the input reference current, and b is
the base, usually 10 or 2. Vo represents the sensitivity of the log amp, in volts per
decade (or per octave), and I; is the value of i/ for which Vo =0. Note that for
proper operation we must always have i / II; > O. The quantity

DR = 10gb li./ lma• (13.2)
I,/Imin

is called the dynamic range and is expressed in decades or in octaves, depending on
b. For instance, a logger designed to operate over the range I nA:",: i / :"': 1 rnA has
DR = loglO(IO-3/1O-9) = 6 decades, or DR = log2 106=20 octaves.

Plotting Eq. (13.1) on semilog paper with it! I; on the logarithmic axis and vo
on the linear axis, as in Fig. 13.la, yields it straight line with a slope of Vo V/dec.
Any departure of the actual characteristic from the hest-fit straight line is called the
log co'!formity error eo. Though this error can only be observed at the output, it is
convenient to refer it to the input because of the unique log-function property that
equal percentage errors at the input produce equal incremental errors at the output,
regardless of the point on the curve. Indeed, denoting the percentage input error as p,
wehaveea = vOlaclUalj-VOtideal) = Vologb[(I +p)(illl;»)- Vologb[illl;l,or
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Stability Considerations

aVT VA
T. = -- To = - (13.7)

Ie Ie
where VT is the thermal vollage and VA is the so-called Early vollage. Typically.
a :::: I and VA:::: 100 V. The base-collector junclion capacilance C,. and lIle
inverting-input stray capacilance Cn are typically on the order of a few picofarads.
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Figure 13.3 indicates thaI at low values of v/ the response is dominated by I p •

thus resulting in slow dynamics. This is not surprising, since at low current levels
it takes longer to charge or discharge the various capacitances. AI low currents
we have r.» RE' so I p :::: 1/2"r.Cf' indicating a time constant r :::: r.Cf ::::
(VrllC>Cf = (Vrlv/)RCk For instance, willl Cf = IOOpF,at Ie = I nAwe
have r :::: (0.0261 I0-9) 10- 0 = 2.6 ms, so we must be prepared for slow dynamics
near lIle low end of lIle range.

EXAMPLE 13.t. In the circuit of Fig. 13.2a let R = 10 kO, I mV < v, < 10 V, C. +
Co = 20 pF, VA = 100 V, Td = 2 MO, and I, = I MHz. Find suilable values for R.
andC,.

Solution. At lhe upper end of lhe range, where ic = (10 Vl/( 10 kOl = I rnA, we
have T, ~ 26 0, T. = 100 kO, and R. ~ 9 kO. Imposing (26 + R.l/9000 = 0.5 gives
R. = 4.47 kO (use 4.3 kOl.

Nexl, find I, using the definition laU!,ll x /300 = I. Lelling laU!,lI ~ M!,
and using liP"" = I + (C. + Col/C, we get I, = f,1[ I + (C. + Col/ClIo Imposing
I p = 0.5!, and simplifying, we finally obtain

C, = I + (C. + ColiC,

" R.f,
Substituting lhe given parameter values, along with R. ~ 4.3 kO. gives C, = 90 pF
(use 100 pF).

The II I PI curve has the low-frequency asymptote IIfJo = RbiRa,lhe high-frequency
asymptote 1//300 = 1+ (Cn + C,.)/Cf' and two breakpoints at I, and I p . While
I, and IIPoo are relatively constant, I p and II fJo depend on the operating current
as per Eq. (13.7). so Ihey can vary over a wide range of values. as exemplified in
Fig. 13.3. The hardesl condition to compensate is when ie is maximized. since lIlis
minimizes IIfJo and maximizes I p , leading to the highest rate of closure. As a rule
of lIlumb, I RE is chosen so that. when ie is maximized, I/fJo :::: 0.5 VlV and
Ip :::: O.5Ix. where Ix is lIle crossover frequency.

E

(b)

>--------' '0'0

(oj

R

" +

Transdiode circuits are notorious for their tendency 10 oscillate due 10 Ihe presence
of an active gain elemenl inside Ihe feedback loop. As shown in Fig. 13.2a, the
transdiode is slabilized I by using an emiller-degeneration resislance RE to reduce
the feedback factor /3. and a feedback capacilance Cf 10 provide feedback lead. To
invesligale slabilily we need 10 find the feedback factor /3. To this end. refer to the
ac model of Ft 13.2b, where the BJT has been replaced by its common-base small­
signal model. The BJT parameters T. and To depend on the operating current Ie
as
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(13.9)

(13.8)

FIGURE 1J.1

Transdiode circuit with frequency compensation, and its incremental model.

Circuit analysis is facilitated by the introduction of

Ra = R II To II Td Rb = r. + RE

Applying KCL al the summingjunction gives

vnl IIRa + jw(Cn + C,.») + air + jwCf(vn - va) = 0

Lelling i. = -vol Rb. rearranging. and solving for /3 = vnlvo gives, for a:::: I,

I Rb 1+ jflI,
{J = Ra I +jflIp

where the zero and pole frequencies are

dB

(13.10)

FIGURE 1J.3

Bode plots for the .ransdiode circuit of Exam­
ple 13.1.
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R,ITl

R,

..

FIGURE 13.6
Antilog amplifier.

FIGURE 13.5
Log ratio amplifier for absorbance measurements.

LM329
6.95 V

LM394

>-...---1-0 Vo

15 VO-C;.},"-+--JII'--.-==----..---ih.

Lo& ratio amp

in Fig. 13.5, where frequency compensation and reverse-bias protection have been
omitted for simplicity. The transmitted light A' and the incident light AREF are
converted to the proportional currents i, and iREF by a pair of matched photodiodes
operating in the photovoltaic mode. Then, the circuit computes the log ratio v0 =
Vo 10g\O(i, I iREf) = Vo 10g\O(A, IAREF), where Vo is given by Eq. (13.12).

Figure 13.6 shows how the log amp can be rearranged to implement an expo­
nential amp. It is left as an exercise for the reader (see Problem 13.4) to prove that
the circuit gives

io = 101Ov,;v, (13.13)

1
0

= VREF x Is2 Vi = -2.303 R, (T) + R2 Vr (13.14)
R, lsi RI(T)

With the given component values, 10 = 0.1 mA and Vi = -I Vldec.lt is important
that the collector of Q2 be returned to a 0-V node, such as the virtual-ground node
of the I-V converter OA2, in order to nullify the collector-base leakage current of
Q2. Otherwise, this current may degrade log conformity at the low end of the range.

(13.11)

(13.12)

LM329
6.95 V

'REP

rI----...~..-:--...-___"N'_-<l>--../V'---O15 v

FtGURE 13.4
Logarithmic amplifier.

Practical Log!Antilog Circuits)

i,
vo = Vo 10gIO ­

Ii

Vo = -2.303 RI (T) + R2 Vr I, = VREF x Is2
R, (T) R, lsi

For matched BITs Is21 Is I = I, so we get the temperature-independent expression
Ii = VREfl R,. Moreover, for R2 » RI, we can approximate Vo ;;;; -2.303R2Vrl
RI (T), indicating that Vo can be thermally stabilized by using a resistance RI (T)
with TC(RI) =TC(Vr) = liT = 3660 'ppm;oC. A suitable resistor is the Q81
(Tel Labs), which must be mounted in close thermal coupling with the BIT pair. The
function of DI is to protect the BJTs against inadvertent reverse bias. The use of the
LTI012 picoampere-input-current, microvolt-offset,low-noiseop amp (LinearTech­
nology) allows for a voltage-logging range of 4! decades. With the given component
values, Vo = -I V/dec and Ii = 10 J1.A, so vo = -(I Vldec) 10glO[vJ!(0.1 V»).
Vo and Ii are calibrated via R2 and R,.

Ifthe input reference current Ii is allowed to vary, the log amp is called a log ratio
amplifier and finds application in wide-dynamic-range ratiometric measurements
where the unknown signal is measured against a reference signal that is itselfvariable.
Typical examples are absorbance measurements in medicine and pollution control,
where light transmitted through a specimen is measured against incident light, and the
result must be independent of incident light intensity. This application is illustrated

Both the output scale factor and the input referenCe term in Eq. (13.5) depend
on temperature. The circuit of Fig. 13.4 overcomes this serious drawback by us­
ing a matched BIT pair to eliminate Is, and a temperature-sensitive voltage di­
vider to compensate for TC(Vr). The op amps force the BJTs to develop VBEI =
Vr In(iJ! lsi) and VBE2 =Vr In(lREFlls2), where IREF =VREFIR,. By the volt­
age divider formula, VB2 = vol(l + R2IRI). But, by KVL, VB2 = VBE2 ­
VBEI = Vr In[(lREFlls2)(lslli,)]. Eliminating VB2 and using the property Inx =
2.30310g lO x, we get

v,
( >0)
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(13.16)

vo = kvxvy (13.17)

where k is a scale factor, usually 1110 V-I. A multiplierthataccepts inputs ofeither
polarity and preserves the correct polarity relationship at the output is referred to as
afour-quadrant multiplier. Both the input and output ranges are usually from - 10 V
to +10 V. By contrast, a two-quadrant multiplier requires that one of its inputs be
unipolar. and a one-quadrant multiplier requires that both inputs be unipolar.

Multiplier performance is specified in terms of accuracy and nonlinearity. Ac­
curacy represents the maximum deviation of the actual output from the ideal value
predicted by Eq. (13.17); this deviation is also referred 10 as the IOtal error. Nonlin­
earity, also referred to as linearity error, represents the maximum output deviation
from the best-fit straight line for the case where one input is varied from end to

As a consequence of the approximations made, V,ms of Eq. (13.16) will differ
from the ideal Vrms of Eq. (13.15) by an average (or dc) error as well as an ac (or
ripple) error. Both errors can be kept below a specified limit by using a suitably large
capacitance.4 However, too large a capacitance will increase the response time of
the circuit. so a compromise must he reached. An effective way of reducing ripple
without unduly lengthening the response is to use a post filter, such as a low-pass
KRCtype.

The structure of Fig. 13.7 (or improved variations thereof) is available in IC
form from various manufacturers. Consult the literature4 for useful application tips.

A multiplier produces an output vo proportional to the product of two inputs vx
and vy,

13.2
ANALOG MULTIPLIERS

OAI and the associated circuitry convert v(t) to a full-wave rectified current iCi =
Ivll R Oowing into Q,. By KVL, VBE3 +VBE4 = vBEI +VBE2, or VT In[(iC)1 15 3) x
(iC4lls4)) = VT InWCIIlsl) x (iC21Is2)). Assuming pairwise matched BJTs and
ignoring base currents so that iC2 = iCl' we get

·2
'CIiC) = -.-
'C4

Substituting i~1 = v2I R2 and iC4 = Vrmsl R gives

v2

iC3= -­
RVrms

indicating that the scale factor of the squaring function is conlrolled by Vrms, as
expected of implicit computation.

OA3 forms a low-pass filter with cutoff frequency fo = I12Jr RC. For signal
frequencies sufficiently higher than fo, OA3 will provide the running average of
iC) as Vnns ~ Ric3 = v2I Vnns . Making the approximation Vrms ~ Vnns, we can
writeVJ". =v2, or

R/2R

R

71

FIGURE 13.7
True nos converter.

True nns·to-dc Converters

The logarithmic characteristics of BJTs are also explo.ited to perform a variet~ of
slide-rule-like analog computations. A popular example IS true rms-to-dc converSIOn,
defined as

Vrms -: (~ foT V2(t)dt) 1/2 (13.15)

~ gives a measure of the energy content ofv(t), so it provides the basis foraceu­
n::;sand consistent measurements, especially in the case of ill-defined waveforms,
such as noise (electronic noise, switch contact noise, acoustical noise), mechanical
transducer outputs (stress, vibration, shock, bearing noise), SCR waveforms, low­
repetition-rate pulse trains, and other waveforms carrying information on the average
energy generated, transmilled, or dissipated.. . .

Equation (13.15) can be mechanized by performmg the operaltons of squanng,
averaging, and square rooting. Referred to as explicit rms computation, this scheme
places severe demands on the dynamic .output range. of the squarer, :-Vhi~h. must
be twice as wide as the input range. ThIs drawback IS overcome by ImplICIt rms
computation, in which the gain of the squarer is made inversely proportional to Vnns
to make the output dynamic range comparable to the input range.

A common implementation of this principle is shown in Fig. 13.7, where fre­
quency compensation and reverse-bias protection have been omilled for simplicity.

Log, log-ratio, and antilog amplifiers are available in IC form from various
manufacturers (Analog Devices, Burr-Brown, Harris). These devices usually work
over a six-decade current range (1 nA to I lOA) and a four-decade voltage range
(I mV to 10 V).
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(13.20)

• (13.19)

..
Combining the two equations gives

2 2Yr il
il - i2 = -(vx - vx ) - -In.,-Rx I , Rx 12

In a well-designed multiplier the last term is on the order of I% of the other two. so
we can ignore it and approximate

2
il - i2 = -(vxl - vx,)Rx

indicating the circuit's ability to provide differential Y·I conversion.
Figure 13.9 shows the complete multiplier. Four-quadrant operation is achieved

by using two transconductance pairs with the bases driven in antiphase and the

ensure four-quadrant operation; as is, the circuit is only two-quadrant because the
current (i3 + i4) must always flow out of the emitters.

Figure 13.8b shows the circuit used to provide Y·I conversion. By KCL, il =
Ix + iR, and i2 = Ix - iR,. where iR, = (VEl - VE2)/Rx is the current through
Rx • assumed to flow from left to right. Consequently,

. . VEl - VE2
Ii -/2 = 2 R

x

By KVL. VEI-VE2 = (vx
l
-VBEI)-(VX,-VBE2) =(vx,-vX,)-(VBEI-vBE2),or

i I
VEl - VE2 =vx l -vx, - Yr 1n .,-

12

(b)

x,o--+---t---'

x,

I

i3 i I
i4=i2

(a)

Monolithic four-quadrant multipliers utilize the variable-transconductanceprincipleS
to achieve errors of fractions of I % over small-signal bandwidths extending well into
the megahertz range. This principle is illustrated in Fig. 13.8a. The block uses the dif·
ferential pair Q3-Q4 to provide variable transconductance. and the diode-connected
pair QI-Q2 to provide the proper base drive for the former. The following analysis
assumes matched BJTs and negligible base currents.

By KVL. VBEI + VBE4 - VBE3 - VBE2 = O. or VBEJ - VBE4 = VBEI - VBE2.
Using the logarithmic v-i characteristics of the BJTs, this can be expressed as
Yr In(i3/i4) = Yr In(i1/i2), or

Rewriting as (i3 - i4)/(i3 + i4) = (il - i2)/(i1 + i2) gives

(il - i2) x (i3 + i4)
i3 - i4 = (13.18)

il + i2

indicating the circuit's ability to multiply the current difference (i I - i2) by the total
emitter current (i3 + i4).

To be of practical use, the circuit requires two Y·I converters to synthesize the
terms (i I - i2) and (i3+ i4) from the input voltages vx and vy, and an I- Y converter
to convert (i3 - i4) to the output voltage va. Moreover, provisions must be made to

Variable-Transconductance Multipliers

end while the other is kept fixed, usually at +10 V or -10 V. Both accuracy and
nonlinearity are expressed as a percentage of the full-scale output.

Multiplier dynamics are specified in terms of the small-signal bandwidth, rep­
resenting the frequency where the output is 3 dB below its low-frequency value,
and the 1% absolute-error bandwidth, representing the frequency where the output
magnitude starts to deviate from its low-frequency value by 1%.
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FIGURE 13.8
Linearized transconductance block, and differential V-' converter.

FIGURE 13.9
Four-quadrant analog multiplier.
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FtGURE 13.1\

Analog divider and square-rooter.

FIGURE t3.10

Basic multiplier connection for Vo = VIV2/1O. If followed by a low-pass
tilter, it can be used for phase detection.

-ISV

VI V2
vo = 20 ~os(1I1 -1I:z) (13.23)

In this capacity, the circuit can be used in ac power measurements or as a phase
detector in phase-locked-loop circuits.

Figure 13.11 shows how a multiplier can be configured for two other popular
functions, namely, analog division and square-root extraction. In Fig. 13.lIa we

of the nonzero input will feed through to the output, causing an error. In critical
applications such as suppressed-carrier modulation, this error can be minimized by
applying an external trim voltage (±3O-mV range required) to the X2 or the Y2 input.

Of particular interest is the case in which the inputs are ac signals, or VI =
VI COS(WI t + III) and V2 = V2 COS(W2t + 1I:z), for then their product is, by a well­
known trigonometric identity

VI V2
Vo = 2O,cos[(wl - W2)t + (III -1I:z)) + COS[(WI + W2)t + (III + 1I:z)1I

indicating that v0 consists of two components, with frequencies equal to the sum
and the difference of the input frequencies. If the input frequencies are the same and
the high-frequency component is suppressed with a low-pass filter, as shown, then
we get

(13.21)

Multiplier Applications

Analog multipliers find application in signal modulation/demodulation, analog com­
putation, curve fitting, transducer linearization, CRT distortion compensation, and
a variety of voltage-controlled functions. 1.6

Figure 13.10 shows the basic connection for signal multiplication, or v0 ='

VI V2/ 10. As such. it forms the basis ofamplitude modulation and voltage-controlled
amplification. When either input is zero, v0 should also be zero, regardless of the
other input. In practice, because of slight component mismatches, a small fraction

emitters driven by a second V-I converter. Substituting Eq. (13.20) into Eq. (13.18)
and using the identities il +;2 = Ux and i3 +;4 = i9' we obtain

. . vX. - VX2'
13 -'4 = '9

Rxlx

Likewise, using the identity is + i6 = i 10, we obtain

.. vX.- VX2 •
'6 -IS = IJO

Rxlx

Subtracting the first equation from the second pairwise and using ;10 - i9
(2/ Ry)(vy, - vy,), we obtain

(
. +') (. --L .) (vx, - vx,)(vY, - vY,)
'4 16 - 13 T 'S =

Rx Ry lx/2

The output 1-V converter is made up of the up amp and a third V-I converter
in its feedback path, namely, QWQI2. By KVL, the voltages at the inverting lIIId
noninvertinginputsarevN = VCC-R04+i6+ill)andvp = Vcc-R(i3+iS+iI2).
The up amp will provide QI2 with whatever drive it takes to make VN = vp, or
;4 + i6 + ill =;3 + is + il2, that is,

2
04 + i6) - 03 + is) = il2 - ill = -(Vz, - Vz,)

R,
Combining the last two equations, we finally obtain

vL, -- vz, =k(vx, - vx,)(vY, - vy,)

k=~
RxRylx

Most multipliers are designed for k = 1/(10 V). Letting vo = vz, - vz" Vx =
vX, - vx" and Vy = vY, - VY, gives Eq. (13.17).

One of the main causes of linearity error is the logarithmic term of Eq. (13.19).
This error is, to a first approximation, compensated for by introducing an equal but
opposite nonlinearity term via the V-I converter Q II-Q 12 inside the feedback path.
The architecture of Fig. 13.9 forms the basis of a variety of monolithic multipliers.
1\vo of the earliest and most popular examples are the AD534 (Analog Devices)
and MPYIOO (Burr-Brown). The AD534L. version has a maximum pretrimmed total
errorofO:25%, a maximum linearity errorof0.12%, a typical small-signal bandwidth
of I MHz, and a typical I% amplitude error bandwidth of 50 kHz.

;.
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have, by Eq. (l3.2\),O-V2 =(vl-O)(O-vo)/IO,orvo = IO(V2/vl). To maximize
the denominator range, return the X2 input to a trimmable voltage (±3-mV range
required).

In Fig. 13.lIb we have 0 - v, = (Vo - 0)(0 - vo)/IO, or Vo = ."ITllV/. The
function of the diode is to prevent a latching condition, which could arise in the event
of the input inadvertently changing polarity. Additional applications are discussed
in the end-of-chapter problems.

,.-CFUters

A popular <JfA application is the realization of fully integrated continuous-time
filters, where <JfAs have emerged as viable alternatives to traditional op amps.7-9
<JfA-based filters are referred to as gm-C filters because they use <JfAs and capac­
itors, but no resistors and no inductors. A popular gm-C filter example is Shown in
Fig. 13.13a. Its analysis proceeds as follows.
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(13.25)

(b)

..

L

(a>

Solution.

(a) By inspection, CL\l = J8m28m3!C,C2 and Q = JCITC2 x J8m28m3/8m •. Substi­
tuting the given data, we get 8m2 = 8m3 = 10 ILA/V and gmt =2ILA/V.

(b) R =500 kQ, and L = I H.
(e) The sensitivity of Qwith respect to 8m. is -I; all other sensitivities are either! or

-!, which are fairly low.

EXAMPLE 13.:1. (a) In the filter of Fig. 13.130 find 8m. and 8m2 =8m3 forCL\l =10' radls
and Q= 5 with C, = C2 = 100 pF. (b) What are the values of the simulated resistance
and the simulated inductance? (e) 1lle sensitivities of the filter?

FIGURE 13.13
Second-order gm-C filler and its RLC equivalent.

By Eq. (13.24), It = gml(Vi - VBP), 12 = gm2VLP, and 13 = -gm3VBP. By
Ohm's law, VLP = (I/SC2)/3 and VBP = (l/sCI )(11 + h). Combining, we get

VBP sC2gml/gm2gm3

T = s2C,C2/gm2gm3 +SCUml/gm2gm3 + I

It is readily seen Ihal this transfer funclion is the same as that of the RLC equiva­
lent of Fig. 13.13b, provided C =C" R = I/gml, and L =C2/gm2gm3. Evidently,
gml simulates a resistance, whereas the combination gm2-gm3-C2 simulates an in­
ductance. Moreover, the circuit provides VBP and VLP simultaneously, a feature
not available in its RLC counterpart. What is even more important is that we can
automatically tune fo by varying gm2 and gm3, and tune Q by varying gml·

(13.24)

(b)

Vp

VN

(a)

VP]'---------------. --I
I +
: 4et YD
I ­
I

VN
I
I -:: I
~--------- I

13.3
OPERATIONAL TRANSCONDUCTANCE AMPLIFIERS

FIGURE 13.12
Operational transconductance amplifier: (a) equivalent circuit and
(b) ideal model.

where gm is the unloaded transconductance gain, in amperes per volt.
In its simplest form, an <JfA consists of a differential transistor pair with a

current-mirror load.7 We have encountered this configuration when studying op
amp input stages, in Chapter 5. In the bipolar example of Fig. 5.1 the <JfA consists
of the Q,-Q2 pair and the Q3-Q4 mirror; in the MOS example of Fig. 5.8 it consists
of the MI-M2 pair and the M3-M4 mirror.

Besides serving as building blocks for other amplifiers, <JfAs find applica­
tion in their own right. Since it can be realized with just one stage and it operates
on the principle of processing currents rather than voltages, the <JfA is an inher­
ently fast device.8 Moreover, gm can be varied by changing the bias current of
the differential transistor pair, making <JfAs suited to electronically programmable
functions.

An operational transconductance amplifier (<JfA) is a voltage-input, current-output
amplifier. Its circuit model is shown in Fig. 13.12a. To avoid loading effects both
at the input and at the output, an <JfA should have Zd = Zo = 00. The ideal <JfA,
whose circuit symbol is shown in Fig. 13.12b, gives io = gmvD, or

,
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(13.26)

(13.27a)

(13.27b)

which, for Ivp - vNI «2VT, can be approximated as

. Ie
10 = -(vp - VN)

2VT

;0 = 8m(VI - V2)
_ Ie

8m = 12.2 V

The scale factor of approximately 1/{l2.2 V) allows for operation over the range
-10 V < (VI - V2) < 10 V with negligible linearity error and no fear of saturation.
Popular arAs of the type shown are the LM 13600 (National Semiconductor) and
NE5517 (Signetics). The CA3080 (Harri,) comes without the input diodes.

indicating that 8m = le/2VT·
To accommodate applications requiring a wider linear range at the input. the

linearizing diode network of Fig. 13.15 is used. Applying Eq. (13.18), we can write

. . . ;2 - il
'0 = '4 - 13 = -.--. Ie

/2 + II

With VI = V2. the bias current provided by R3 splits evenly between DI and D2,
giving i2 -;1 = O. Moreover, we can write;2 +;1 = IR, = (Vee - VV)/IR3 +
(Rill R2)/2] == 1.08 rnA. where we have assumed Vo == 0.7 V. Making VI l' V2
will unbalance the two halves of the input network and diven a greater ponion of
I R to either D2 or DI, depending on the imbalance direction. The voltage variation
at ~he anodes is designed to be negligible compared to Vee over an input range
of more than 10 V, so ;2 + ;I can be assumed to be constanl. Using simple KCL
reasoning, we find that I R, is completely divened from one diode to the other when
IVI - v21 == (RI + R2)1H; c;: I U V ( ",,,c'luently. for IVI - v21 ~ 11.3 V we have
;2 - il = (VI - V2)/( 11.3 Hl). Substituting into the above equation, along with
;2 +;I == 1.08 rnA. we obtain

Diode bias

Vp 0---<>-"'-+---+---;_-,

VN 0----......--/

'e-+

Vee

OfJ-the-Shelr OTAs

Figure 13.14 shows a popular arA available as an off-the-shelf Ie. Its heart is the
linearized transcoqductance multiplier made up of DI-~ and Q3-Q4. The remain­
ing blocks, each consisting of a BJT pair and a diode, are high-output-impedance
current mirrors of the Wilson type. Denoting the collector current of transistor Qk
as ik and ignoring base currents, we can describe circuit operation as follows.
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FIGURE 13.15
Inpot linearization nelwork.

ISV

R, IHO

0, 0, ~ ;,

R,

O.S to R,

FIGURE 13.14
Bipolar orA.

The mirror QI-D3-Q2 accepts the external control current Ie and duplicates it
at the em~t1ers of the Q3-Q4 pair to give

i3 + i4 = Ie..
The mirror QS-D4-Q6 duplicates i3 to yield i6 = i3, and the mirror Q7-DS-QS
duplicates i6 to yield is = i6, so is = i3. Likewise, the mirror Q9-D6-QIO duplicates
i4 to yield ilO = i4. Consequently, KCL gives io = ilo - is. or

io =;4 - i3

Retracing the reasoning of Section 5.1, we can write

vp - VN
io = Ie tanh --­

2VT

where VT is the thermal voltage. As we know, this is a nonlinear characteristic.
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FIGURE 13.17

orA with exponential control.

orA-based VCFs and VCOs rely on the integration of the orA's output current
using acapacitor. Theexample ofFig. 13.18 uses also an opamp to provide low output
impedance. Writing Vo = (-llsCl1o = (-llsC) x [Ic1(12.2 V») x (V2 - VI).
and letting s = j21rf. we obtain

'0

Though orA data sheets propose quite a variety of useful applications, we shall
examine a few representative ones, namely, voltage-controlled amplifiers. filters.
and oscillators (VCAs, VCFs. and VCOs).

FIGURE 13.16

Voltage-controlled amplifier with linear control.

15V

R

nlAPTER 13

Nonlinear
Amplifiers and
Phase-Locked

Loops

Figure 13.16 shows a basic VCA (note the alternative symbol for the orA). Here
OAI and QI form a V-I converter to provide Ie = VeIR. where we are assuming
the base current of QI to be negligible. OA2 converts io to a voltage vo, and since
io is proportional to the product Ie x VI. the final result is vo = Av/.

where b is usually either 10 or 2, k is a proportionality constant in decades or octaves
per volt. and Ao is the gain for Ve = O. Exponential control is readily achieved by
generating Ie with an antilog converter. as shown in Fig. 13.17. Since Ie must be
sourced to the orA, the BlTs must be of the pnp type. With Ve = O. the circuit
gives Ie = I rnA; increasing Vc decreases Ie exponentially with a sensitivity of k
declV or k octIV, with k being set by R2.

(13.30)
Ie

fo = 21r (12.2 V)C

FIGURE 13.18
Current-controlled integrator.

v, O------.JI/'-......-----j-j

v'o---/I/'--.-.-----1

The circuit integrates the difference VI - V2 with a programmable unity-gain fre­
quency fo. For instance, varying Ie from 1 /LA to I rnA with C = 652 pF will
sweep fo over the entire audio range, from 20 Hz to 20 kHz. Ie can be generated
either with a linear V-I converter, as in Fig. 13.16. or with an exponential converter.
as in Fig. 13.17.

The circuit of Fig. 13.19 uses two orA-based integrators to implement a state­
variable topology of tbe type of Fig. 4.37. The output current of the V-I converter,
which can be controlled either linearly or exponentially. is split between the two
orAs by the suitably biased AD821 matched BlT pair.

(13.28)

(13.29)

A =kVe

where k is a suitable proportionality constant, in V-I. The l-kO pot is used for
offset nulling. and the 25-kO pot for the calibration of k. By Eq. (13.27). adjusting
the 25-kO pot near 12.2 kO yields k = 1/(10 V). indicating that varying Ve from 0
to 10 V will change A from 0 to I V/V. The circuit is calibrated as follows: (a) with
v / = O. sweep Ve from 0 to 10 V, and adjust the l-kO pot for the minimum deviation
of vo from 0 V: (b) with Ve = 10 V. adjust the 25-kO pot so that vo = 10 V for
v/=IOY.

The circuit of Fig. 13.16 provides linear gain control. Audio applications often
call for exponential control. or
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/0 = 411"(12.2 V)C

If a resonance gain of unity is desired, then increase the 10-kn input resistance by a
factor of Q. To reduce Q-enhancement effects, follow the directions of Section 6.5
and use a small phase-lead capacitor in parallel with the I ()..kn inlerstage resistance.

In the circuit of Fig. 13.20 the orA is used to source/sink a current of value Ie,
and thus charge/discharge C at a programmable rate. The resulting triangIe waveform
alternates between 5 V and 10 V, the thresholds of the high-input-impedance CMOS
timer. The frequency of oscillation is (see Problem 13.16),

Ie
/0 = JOC (13.32)

As usual, Ie can be controlled either linearly or exponentially. If the triangular wave
is used, a buffer amplifier may be required.

Applying Eq. (13.30), we get Vop = (Vi - Vop/Q - VLP)/(j/ //0) and VLP =
Vop/(j/ //0)' Combining, we obtain

Vop VLP
- = QHop - = HLP (13.31)

Vi Vi

where HBP and HU' are the standard second-order band-pass and low-pass functions
defined in Section 3.4, and

I kG

10kG

FIGURE 13.10

Cunent-controlled relaxation oscillator.

A phase-locked loop (PLL) is a frequency-selective circuit designed to synchronize
with an incoming signal and maintain synchronization in spile of noise or variations
in the incoming signal frequency. As depicted in Fig. 13.21, the basic PLL system
comprises a phase detector, a loop filter, and a voltage-controlled oscillator (VCO).

The phase detector compares the phase (JJ of the incoming signal v J against
the phase (Jo of the VCO output vo, and develops a vohage VD proportional to
the difference (JJ - (Jo. This vohage is sent through a low-pass filter 10 suppress

"'-

626

.. « .. j.'



FIGURE 13.21

Basic phase-locked loop.

high-frequency ripple and noise, and the result. called the error voltage vE. is applied
to the control input of the yeO to adjust its frequency "'0.

The yeO is designed so that with vE =0 it is oscillating at some initial
frequency "'0 called thefree-runllingfrequency. so its characteristic is

where Ko is the sensitivity of the Yeo. in radians-per-second per volt. If a periodic
input is applied to the PLL with frequency all sufticiently close to the free-running
frequency "'0, an error voltage VE will develop. which will adjust "'0 until vo
becomes synchronized with v I. that is. until for every input cycle there is one, and
only one, veo cycle. At this point the PLL is said to be locked on the incoming
signal, and it gives "'0 = "'I exactly.

Should "'I change. the phase shift between vo and VI will start to increase.
changing vD and. hence. the control voltage vE. This change in v E is designed to
adjust the yeO until "'0 is brought back to the same value as "'I. This self-adjusting
ability by the feedback loop allows the PLL. once locked. to track input frequency
changes. Since a change in "'I is ultimately reOected by a change in VE, we use VE

as the output of the PLL whenever we wish to detect changes in "'I, as in FM and
FSK demodulation.

A PLL can be designed to lock on the incoming signal in spite ofnoise that might
afflict such a signal. A noisy input will generally cause the phase-detector output
vD to jitter around some average value. However. if the tilter cutoff frequency is
low enough to suppress this jitter. vE will emerge as a clean signal. in tum resulting
in a stable yeo frequency and phase. We thus use "'0 as the output of the PLL
whenever we wish to recover a signal buried in noise, and also in frequency-related
applications such as frequency synthesis and synchronization.

SECTION 13.4

Phase-Locked
Loops
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(13.340)

(l3.34b)

Vd(S) = KdOd(S)

0d(S) = Oils) -Oo(s)

whei'e Kd is the phase-detector sensitivity. in volts per radian. This voltage is sent
through the loop tilter. whose transfer function is denoted as F(s), and possibly

When in the locked condition. a PLL can be modeled l Q-12 as in Fig. 13.22. This
diagram is similar to that of Fig. 13.21. except that we are now working with Laplace
transforms of signal changes (symbolized by lowercase letters with lowercase sub­
scripts) about some operating point. and operations on these changes. both of which
are generally functions of the complex frequency s. The phase detector develops the
voltage change

The PLL In the Locked Condition

If the loop is not locked, and if the difference frequency falls above the cutoff
frequency of the tilter. it will be suppressed along with the sum frequency. leaving
the loop unlocked and oscillating at its free-running frequency. However, if "'0 is
sufficiently close to "'I to make the difference frequency approach the tilter band
edge. part of this component is passed. tending to drive "'0 toward "'I. As the
difference "'0 - "'I is reduced. more error signal is transmitted to the YeO, resulting
in a constructive effect that ultimately brings the PLL in lock.

The capture range is the frequency range ±~"'c, centered about "'0, over which
the loop can acquire lock. This range is affected by the tiltercharacteristics. and gives
an indication of how close "'I must be to "'0 to acquire lock. The lock range is the
frequency range ±~"'L. also centered about "'0. over which the loop can track the
inputonce lock has been established. The lock range illaffected by the operating range
of the phase detector and the Yeo. The capture process is a complex phenomenon.
and the capture range is never greater than the lock range.

The time it takes for a PLL to capture the incoming signal is called the capture
time or pull-in time. This time depends on the initial frequency and phase differences
between vI and vO. as well as the tilter and other loop characteristics. In general, it
can be said that reducing the tilter bandwidth has the following effects: (a) it slows
down the capture process, (b) it increases the pull-in time. (c) it decreases the capture
range. and (d) it increases the interference-rejection capabilities of the loop.

(13.33)
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Lock and Capture

To develop a concrete understanding of PLL operation. consider the case of phase
detection being accomplished with a balanced mixer of the type discussed in Sec­
tion 13.2. As we know. the mixer output contains the sum and difference frequencies
"'I ± "'0. When the loop is locked. the sum is twice "'I and the difference is zero,
or dc. The low-pass tilter suppresses the sum but passes the dc component, which
thus keeps the loop in lock.

ro;

roO'

FIGURE 13.11
Block diagram of the basic PLL system in the locked condition.

v,
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Other transfer functions may be of interest, depending on what we consider as input
and output. For instance, substituting OJ(s) = wj(s)/s and 00 = (Kols)v.(s), we
readily get

63\
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The absence of a loop filter drastically limits the selectivity and noise­
suppression capabilities of a PLL, so first-order loops are seldom used in practice.

loop. Because of the lis function associated with the YCO, a PLL is at least Type I,
and its order equals the order of the filter plus I.

i
(a) By Eq. (13.33), VE = (wo - wo)/Ko, where wo = 21110" radls and K. = 211 X

5 X 10' = 11 Ill" (radls)/V. Forwo = 211 x 20 X 10' radls we get VE = 2 V, and for
Wo = 211 X 5 x Ill' radls we get VE = -I Y.

(b) The response to a step increase Wi (I) = 211u(l) kradls is an exponential transient
with amplitude IWi(I)I/K. = 21110'/10"11 = 0.2 V, and lime conslanl I/K, =
1/10" = 100 itS, so

v,(1) = 0.2[1 - .-'/1100 ·")u(1) V

(c) Now W,(I) = 211 x 10" x 0.1 cos 211/..1 = 211 10' cos 211 2500t radls. Calculating
Eq. (13.41) at jw = jw., = j2112500 radls gives

v,(jw.. ) = 1/10"11 0.5370
w,(jw.,) 1+ j2112500/10' = 10'11 1-57.52" V/(rad/s)

Letting Wi (jw.. ) = 211 10'iJL radls gives v,(jw.. ) = 0.1074/-57.52" V, so

v,(I) =0.1074cos(21125001 - 57.52") V

First-Order Loop

EXAMPLE 13.3. Afirst-order PLL with K, = 10" s~1 uses a VCO wilh a free-running
frequency of 10 kHz and a sensitivity of 5 kHzIV. (a) What is the control voltage
needed 10 lock the PLL on a 2Q-kHz input signal? On a 5-kHz input signal? (b) Find
the response V,(I) if the inpul flequency is changed stepwise as h = [10 + U(I)) kHz,
where u(t) = 0 for I < 0 and u(t) = I for I > O. (c) Repeat if Ihe input frequency is
modulated as h = 10(1 +0.1 cos 211/../) kHz, / .. =2.5 kHz.

Solution.

Considerthe instructive case in which there is no loop filter, or F(s) = I. The result is
afirst-order loop, and the above equations simplify, after the substitution s ..... jw, as

. I
T{jw) = -.-- (13.40)

]wIK.

v.(jw) II Ko
Wj(jw) = 1+ jwlK. (13.41)

Equation (13.40) indicates a Type I loop with crossover frequency w, = K. and
phase margin if'm = 90°. Equation (13.41) indicates that the loop inherently pro­
vides a first-order low-pass response with a de gain of II Ko Y/(radls) and a cutoff
frequency of Kv radls.

If Wj(/) is a step change, the resulting change v.(t) will be an exponential
transient governed by the time constant r = I/Kv.1f Wj(/) is varied sinusoidally
with a modulating frequency Wm, v.(1) will also vary sinusoidally with the same
frequency Wm; its amplitude is Iv.1 = (IIKo)lw;I at low frequencies, and rolls off
with Wm at the rate of -I decldec past K•.

(13.39)

(13.38)

(13.36)

(13.37)

(13.35)

F(s)
T(s) = K.-­

s
K. = KdKaKo

O(/) =0(0) + for w(~) d~

v.(s) = ~H(s)
,tlj(s) Ko

which allows us to lino Ih.: voltage change v.(s) in response to an input frequency
change cUj(s), as in PM and FSK demodulation.

Comparing Fig. 13.22 with Fig. 1.21, we observe that a PLL is a negative­
feedback system with Xi = OJ,.,xf = 00 , and ap = T = K. F(s)/s, indicating that
the open-loop gain T plays also the role of the loop gain of the system. Further, even
though we are more attuned to frequency, we must recognize that the natural input of
a PLL is phase. Since T ..... 00 as s ..... 0, the PLL will force 00 to track Oi, just as an
op amp voltage follower forces Vo to track Vj. In this respect, it pays to view a PLL
as a phase follower. The fact that it also forces wo to track WI is a consequence of
this phase-follower action, along with the phase-frequency relationship W =dOIdt.

As seen in Chapter 8, the loop gain T affects both the dynamics and the stability
of the PLL. In turn, T(s) is strongly influenced by F(s). We make the following
observations: (a) The number of poles of H(s) defines the order of the loop; (b) the
number of lis terms (or integrations) present within the loop defines the type of a

indicating that frequency-to-phase conversion is inherently an operation of integra­
tion. Exploiting the well-known Laplace transform property that integration in the
time domain corresponds to division by s in the frequency domain, we US\l the lis

blocks shown.
If we were to open the loop at the inverting input of the phase comparator, the

overall gain experienced by OJ (s) in going around the path and emerging as Oa(s) is
Kd x F(s) x Ka x Ko x Ils,or

where T(s) is the open-loop gain, in radians per radian, and K. is called the gain
factor. in s-I. With the loop closed, we readily find

Oo(s) T(s) K.F(s)
H(s) = OJ(s) = 1+ T(s) = s + K.F(s)

an amplifer with gain Ka , in volts per volt, to produce the error-voltage variation
v.(s). This, in turn, is converted to the frequency variation wo(s) = Kov.(s), by
Eq. (13.33).

Since the phase detector processes phase, we need a means for converting from
frequency to phase. Considering that frequency represents the rate of change of
phase with time, or w =dO(/)ldr, we have
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(b)

o t----->\c-......,--"'<--- OJ (dec)

..
FIGURE 13.14

Active PI filter, and magnitude plot of the loop gain T.

(al

Most PLLs utilize a one-pole low-pass filter and are thus second-order loops. Such
a filter provides a flywheel-like function that allows the VCO to smooth over noise
and jumps in the input frequency. As seen in Chapter 8, the presence of a second
pole within the loop erodes the phase margin, so care must be exercised to avoid
instability. Second-order loops are stabilized by introducing also a filter zero to
counterbalance the phase lag due to the filter pole.

A popular loop filter is shown in Fig. 13.23a. Called a passive lag-lead filter, it
provides the transfer function

F(s) = 1+ s/w. (13.42)
1+ s/wp

where w. =1/R2C and wp =I/(RI + R2)C. By Eq. (13.36), the loop gain is
now
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(13.45)

(13.44)

Another popular loop filteris the active PIfilter ofFig. 13.240, so called because
its output is proportional to the input as well as to the integral of the input. The
inverting stage OA2 can be omitted by interchanging the phase-detector inputs, if
needed. Assuming ideal op amps, the filter gives

I +s/w.
F(s) =-/­

s wp

where w, = 1/R2C and wp = 1/RI C. The corresponding loop gain is

T(' ) = I + jw/w,
JW (jw/Kv)(jw/wp)

indicating a second-order, Type /I loop. As shown in Fig. 13.24b, 'the slope is
-40 dB/dec below w" and - 20 dB/dec above w,. Imposing again w, = .,jwpKv
gives w. ;;, w. and t/>m ;;, 45°.

Compared to the passive filter, whose de gain is F (0) = I, the active filter gives
F(O) = 00, indicating that the phase error 6D needed to sustain the control voltage
VB approaches zero when the PI filter is used. In practice, F(O) is limited by the finite
dll gain of OA I; even so, 6D will still be vanishingly small, implying 60 ;;, 6" or
phaae coherence at the detector input. The use of the active filter also avoids possible
loading effects at the output.

+-_..L-~..-~__ OJ (dec)

ITI (dB)

R,

~

:'1
0

+ +
v, v. 0

0 I 0

(al (b)

FIGURE 13.13

Passive lag-lead filter, and magnitude plot of the loop gain T.

T(jw) = 1+ jw/w. (13.43)
(jw/Kv)(1 + jw/wp)

indicating a second-order, Type I loop. This ¥ain is plolted in Fig. 13.23b for the case
in which w. is positioned at the geometric inean of wp and Kv, or w. = .,jwpKv.
The crossover frequency is then w. itself, and the phase margin is 45°. Also shown
for comparison is the loop gain of the first-order loop, or F(s) = I.

(13.46b)

(13.460)

EXAMPLE 13.4, (a) Given a PLL system with K. = 10' S-I, specify a passive lag-lead
filter for acrossover frequency w, = 103 radls and a phase margin ~m =45°. (b) What
are the actual values of w, and ~m ?

Solution.

(a) For ~m :;45° we want w,=w,=103 radls, so wp=w~/K.=Ir!'/lo'=

looradls. Let C = O.IIlF. Then, R, = l/w,C = 10 kO, and R, = l/wpC - R, =
90 kO (use 91 kO).

(b) Using Eq. (13.43), along with the trial-and-error technique of Example 8.1, we find
the actual values w, = 1.27 kradls, and ~m = 180° + «T(j 1.27 x 10') = 56°.

Damping Characteristics

Additional insight is gained by substituting Eqs. (13.42) and (13.44) into Eq. (13.38),
and then expressing the lalter in the standard form of Eq. (3.40). The results (see

Problem 13.20) are

(2{ - wn/ Kv)(s/wn) + I
H (s) = -':-':--+;--;;:::;-';----7-;---;­

(s/wn)2 + 2{(s/wn) + I

{=_wn (I+ w
,)

2w, Kv

.

t~--------------""------------_1



for the passive lag-lead filter, and

EXAMPLE 13.6. Redesign the filter of Example 13.4 for "'-J dB = I Iuadls and { =
1/../2. What are the new values off and 4>m'l Whal value of C, would yield a third-order
loop withoul reducing 4>m too much?

Solution. With { = 1/v'2weget"'. ~ "'-JdB/2 = 10'/2.0 = 500radls,sor ~ 2ms.
Equation (13.46b) gives "'p = 25 radls and "', = 366 radls, which can be realized with
C = I I-'F, R, = 39 H2, and R, = 2.7 k!2. Proceeding as in Example 13.4, we lind
"', ~ 757 rad/s. and 4>m ~ 66". Use C, ~ C/IO = O.II-'F.

Filter Design Criteria 635

SECTION 13.5
In general. Wn is chosen high enough to ensure satisfactory dynamics, yet low enough Monolithic PLLs
to provide sufficient flywheel action for smoothing over undesired frequency jumps
or noise. A typical design process proceeds as follows: (a) first, choose Wn to achieve
either the desired W-3 dO or the desired r. depending on the application; (b) next.
using Eq. (I3.46b) or (13.47b). specify wp for the chosen Wn; (c) finally, specify w,

for the desired { .
We observe that because of the filter zero. a second-order PLL acts as a first­

order loop at high frequencies. indicating a reduced ability to suppress ripple and
noise. This drawback can be overcome by adding a capacitance C2 « C in parallel
with R2 in either of the above filters. This creates an additional high-frequency pole
and turns the loop into a Ihird-order loop. To avoid perturbing the existing values of
w, and tPm significantly. this pole is positioned about a decade above w, by imposing
1/R2C2 ~ lOw,.

(13.48)

(13.49)

(13.470)

(13.47b)

_I
f=­

Wn

H(s) = 2{(s/wn) + I
(s/wn)2 + 2{(s/wn) + I

p: Wn
Wn = wpK. {=-

2w,

for the active PI filter. As we know, Wn is the undamped nalural frequency, and {
is the damping ralio. If wn « K., as is predominantly the case, Eq. (13.46) reduces
to Eq. (13.47) and the PLL with the passive lag-lead filter is said to be a high-gain
loop. We observe that H(s) is in both cases a combination of the band-pass response
Hop and the low-pass response HLP. At low frequencies H ~ HLP. but at high
frequencies H ~ Hop.

Recall thaI for { < I the step response exhibits overshool. To keep the lalter
within reason, it is customary 10 design for 0.5 ~ { ~ I. Under this condition. the
time constant governing the loop response to small phase or frequency changes is
roughly7

and the loop bandwidth, obtained by imposing IH(jw)1 = 1/../2. is 13

W-3dB =wn[l ±2{2+ VI + (I ±2(2)2JI/2
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where the plus (minus) sign holds for high-gain (low-gain) loops. 13.5
MONOLITHIC PLLs

EXAMPLE 13.5. (0) Find {, r. and "'-J dB for the PLL of Example 13.4. (h) Find the
response .,(1) to small input changes oftbe type "" = l"'du(l) and "'i = 1"'.1 coS ..... I.
"'m = I kradls.

Monolithic PLLs are available in various technologies and in a wide range ofperfor­
mance specifications. 12 In the follOWing we discuss the popular 4046 CMOS PLL
as a representative example.

Solution.

(0) By Eq. (13.466), "'. = v'HJ2 x 1()4 = 1 kradls and { = [10'/(2 x 10'))(1 +
10'/10') = 0.55. Using Eq. (13.49) for the high-gain loop case gives "'-J dB ~
1.9",. = 1.9 kradls. By Eq. (13.48), r ~ 1/10' = I ms.

(h) SUbstituting the ahove data into Eq. (13.400) gives

II s _ s/Io' + I
( ) - (s/IO')' + 1.1 (s/I()3) + I

This funclion has a complex pole pair al s =- 550 ± j 835 complex Npls. indicating
a slep response of Ihe Iype

I""v,(t) = -' [I - A.-SlO< cos(8351 + 4>))
K.

wilh A and 4> suitable constants. Calculating H(s) at s = j"'m as in Example 13.3.
we find the ac response as

v,(I) = 1~~11.286COS(10'1 - 45°)

The 74HC(T)4046A CMOS PLL

Originally developed by RCA, the 4046 family of CMOS PLLs has gone through
a series of improvements. and presently includes Ihe 74HC(T)4046A. the
74HC(T)7046A. and the 74HC(T)9046A (Philips). 13 We select the 4046A version,
shown in simplified form in Fig. 13.25. because it includes the three most common
phase detector types. known as Type I (pC1). Type II (PC2), and Type /II (PC3)
phase comparators. Since the circuit is powered from a single supply (typically
Vss = 0 V and VDD = 5 V). all analog signals are referenced to Vvv/2. or 2.5 V.

TheVCO

The VCO. whose details7.13 are omitted for brevity. is a current-controlled mul­
tivibrator operating on a principle similar to that of the emitter-coupled VCO of



Fig. 10.30. The current for the capacitor is obtained from the control voltage v E via
a V-I converter whose sensitivity is set by RI and whose output is offset by R2. The
veo characteristic is of the type

(b)(al

..

The veo characteristic of Eq. (13.50) holds only as long as vE is confined 637
within the range vE(min) ~ VE ~ VE(max)' For a 4046A PLL with Voo = 5 V, this UCTION 13.5

range is typically13 1.1 V ~ VE ~ 3.9 V. The frequency range corresponding to the Monolithic PLLs
permissible range of vE is called the VCO frequency range 2fR. Outside this range
the veo characteristic depends on the particular 4046 version, and it can be found
in the data sheets.

The veo sensitivity is Ko = 2fR/[VE(max) - VE(min»)' In PM applications it
is usually required that the V-F characteristic of the veo be highly linear in order
to minimize distortion. However, in such applications as frequency synchronization,
synthesis, and reconstruction the linearity requirements are less stringent.

The Type I Phase Comparator

The Type I phase comparator, depicted in Fig. 13.27a, is an exlusive-OR ()(OR) gate.
This gate outputs v0 = Voo = 5 V whenever its input levels disagree with each
other, and v0 = Vss = 0 whenever they agree. This is exemplified in the timing
diagram of Fig. 13.28, where the waveforms have been plotted as a function of wit.
It is apparent that if we average out vo(t) by means of a low-pass filter, the result
is Vo = DVoo, where D is the duty cycle of vo. D is minimized when the inputs

(13.50)

c

veo
in

FIGURE 13.25

Simplified block diagram of the 4046A CMOS PLL.

where k( and k2 are suitable circuit constants. As shown in Fig. 13.26, the value of
f 0 corresponding to vE = Voo/2 is called the center frequency fo. It is apparent
that if R2 is omitted (R2=OO), the frequency offset fO(off) = k2/R2C becomes
zero. The maximum veo frequency of eMOS PLLs is typically on the order of
10 MHz.
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FIGURE 13.27
Type I phase comparator, and its outpul average V0 as a
function of the input phase difference.
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FIGURE 13.26
YCO characteristic and tenninology.

FIGURE 13.28
Typical wavefonns for the Type I phase comparator in the locked condition: 90 = ,,/6 (left).
9n =,,/2 (cenler). and 9" = (5/6)" (right).
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are in phase with each other, and maximized when they are in antiphase. If both
input waveforms have 50% duty cycles, as shown, then 0:0 D :0 I. Consequently,
PC, will exhibit the ~haracteristic of Fig. 13.27b, and Kd = Voo/n = 5/n =
1.59 V/rad.

An alternative implementation of the Type I comparator, especially in bipolar
PLLs designed to work with low-amplitude inputs, is a four-quadrant multiplier,
as discussed in Section 13.2. Also called a balanced modulator, the multiplier is
implemented with a scale factor high enough to ensure that vI will typically over­
drive the multiplier and thus render the sensitivity Kd independent ofthe amplitude
ofvl lO

The Type I comparator requires that both inputs have 50% duty cycles; if at least
one input is asymmetrical (see Prilblem 13.23), the characteristic will generally be
clipped, reducing the lock range. Another notorious feature of the Type I comparator
is that it may allow the PLL to lock on harmonics of the input signal. Note that if
vI is absent, v0 oscillates at the same frequency as vo. so the average of vD is
VD =O.5VDD, and wo = WOo

The Type III Phase Comparator

l+-- 2" --<Of 639
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Monolithic PLLs

Vo

(0,'_

FIGURE 13.30
Typical waveforms for the Type III phase comparator in the locked condition: 00 =
11/4 (Ieft),OD = 11 (center), and 00 = (7/4)11 (right).

The Type II Phase Comparator

The Type II comparator differs from PC, and PC) because its output depends not
only on the phase error 01 -00, but also on the frequency error WI - wo when the
loop has not yet acquired lock. Also called a phase-frequency detector (PFD), the
circuit is shown in simplified form in Fig. 13.3Ia.

FIGURE 13.%9

Type III phase comparator, and ilS output average VD as a
function of the input phase difference.

The Type III comparator, shown in simplified form in Fig. 13.29a, overcomes both of
the above limitations by using an edge-triggered set-reset (SR) flip-flop. As depicted
in Fig. 13.30, VD now responds only to the rising edges of VI and vo, regardless
of the duty cycles. It is readily seen that the phase range of PC) is twice as large
as that of PC" so the characteristic is as in Fig. 13.29b, and Kd = VDD/2n =
0.796 V/rad.

The advantages of edge-triggering operation come at the price of higher sen­
sitivity to noise. An input noise spike may falsely toggle the flip-flop and cause
unacceptable output errors. By contrast, with a Type I comparator, an input spike is
merely transmitted to the output, where it is suppressed by the loop filter.

We observe that in the locked condition the output frequency is wo = 2wI for
PC" and WD =WI for PC), so the ripple at the output of the loop filter is generally
higher with PC3 than with PC,. Note that with VI absent, PC) will drive wo as low
as it can.

l

l
( I

/

Voo
UP

0

v,
Vo

v,
R,

Vo ' +c Vc1-
Voo 0

8"DN
0 2Jr

(a) (b)

FIGURE 13.3t

Type II phasecomparator, and ilS output average VD as a function ofthe input phase difference.

With reference to Fig. 13.32, we observe that PC3 produces UP pulses when
the rising edge of v I leads that of v0, ON pulses when the rising edge of vI lags
that of v0, and no pulses when the leading edges are aligned. An UP pulse closes
the MOSFET switch Mp and causes the filter capacitance C to charge toward Voo
via the series RI + R2. A ON pulse closes switch M. and discharges C toward
Vss = 0 V. Between pulses, both M p and M. are off. providing a high-impedance
state to the filter. When PC2 is in this state, C acts as an analog memory, retain­
ing whatever charge it had accumulated at the end of the last UP or ON pulse.

(b)

"'--_--',,'---_L.._ 8
0

(a)

..v'Ga VoFF
Vo R
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FlGlIRE 13.32

Typical waveforms for Ihe Type II phase comparator for Wo = w,: Vo
lags v, (left), va is in phase with ", (center), and Vo leads v, (righl).

Clearly, we now have vD = vE = ve. The characteristic is as in Fig. 13.31b, with
Kd = VDDI4rr = 0.398 V/rad. For obvious reasons, PC2 is also called a charge­
pump phase comparalor.

To appr«:iate its operation, suppose we initially have WI> wo. Since VI gen­
erates more nsing edges per unit time than vo, UP will be high most of the time,
pumpmg charge into C and thus raising wo. Conversely, when WI < wo, DN is high
most of the. time, pumping charge out of C and lowering Wo. In either case, PC2 will
keep pumpmg charge until the inputs become equal bolh in frequency and in phase, or
wo =WI and (10 =(I,. We conclude Ihat PC2 approaches ideal-integrator behavior.

It is apparent that a PLL with a Type II comparator will lock under any condition,
and that it drives the input-pha~e error to zero over the full frequency range of the
VCO. Moreover, since the UP and DN pulses disappear entirely once the loop is
lockcd. I' E will exhibit no ripple, so there are no unwanted phase modulation effects.
The main drawhack of PC2 is its susceptibility to noise spikes, just like PC]. Even
so, PC2 is the most popular of the three PCs. Note that wilh VI absent, PC2 will
drive wo a~ low as it can.

Designing with PLLs

The design process ofa PLL-hased system involves a number ofdecisions I2dictated
by the performance specifications ofthe given application, along with consideralions
of circuit simplicity and cost. For 4046 PLLs, this process requires (a) the specifi­
cation of the VCO parameters (0 and 2(R, the choice of (h) the phase-detector type
and (c) the filter type, and (d) the specification of the filter parameters wp and Wz.

To slmphfy the process, computer programs are available that accept specifica­
tions by the user and translate them into actual resistance and capacitance values to
meet the VCO and filter requirements. An example is the HCMOS Phau-Loclced
Loop Program, hy Philips Semiconductors (check our Web site al http://www.mhhe.
com/franco to find how to download this program), which also provides important

data about the loop dynamics and displays the frequency response via Bode fJlots.
Once a PLL system has been designed, it can be simulated by computer,?' 2 for
inslance, using suitable SPICE macromodels. 14 However, the designer still needs a
sound understanding of PLL theory 10 judge the results of any simulation!

Popular PLL applications JO include FM, PM, AM, and FSK modulation! demod­
ulation, frequency synchronization and synthesis, clock reconstruction, and motor
speed controL Here we discuss two examples, FM demodulation and frequency
synthesis. Other examples can be found in the end-of-chapter problems.

EXAMPLE 13.7. An FM signal is being modulated over the range of I MHl ± 10 kHl
with a modulaling frequency of I kHz. Using a4046A PLL, design acircuit lodemooulale
such a signal. ..
Solution. Forthe YCO we let 10 = I MHz, and choose 2tR wide enough 10 accommo­
date paramelerspread. Thus, let2/R = 0.5 MHz. This gives K. = 2" x 0.5 x 10"12.8 =
1.122 x 10" (radls)N. Using the dala sheets or the aforementioned PLL" program,
we find that a suitable set of YCO components is R, =95.3 kQ. R, = 130 kQ, and
C=IOOpF.

Next, anticipating a noisy inpul signal, we choose PC" sO Kd = 51" Y/rad and
K, = KdK. = 1.786 x 10" s". To allow for the possibilily of a weak input, we take
advantage of the fact that Ihe detector input buffers are self-biased near Voo/2, where
gain is maximized. Consequently, the inpul signal is ac coupled, as shown in Fig. 13.33.

Finally, 10 minimize cost. we use a passive lag-lead filter. Impose f = 0.707 and
choose t-, dB> 1m. say, 1-, dB = 10 kHz. Proceeding as in Example 13.6, we find
wp = 553 radls and w, = 22.5 kradls, which can be mel with the filter components
shown in the figure.

Just as inserting a voltage divider within the feedback loop of an op amp in­
creases the output voltage swing, inserting a frequency divider inside the PLL loop
downslream of the VCO increases the VCO frequency. A frequency divider is imple­
mented with a counler, and the VCO output frequency becomes wo = NWI, where
N is the counter modulus. Making the counter programmable allows the synthesis
of variable frequencies that are integral multiples of WI.

The PLL formalism still holds, but with Ko replaced by Kol N. We observe that
varying N varies also the gain factor Kv , so care musl be exercised to ensure that
stability and dynamics are maintained over the full range of values of N.

2.00 kQ

22nF 1
.'tGlIRE 1J.33
FM demodulator using the 4046A PLL
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Problems

I I{J",,, f" and fp folV, = I mV, 10 mV, and 10 V; hence, confirm the linearized plots
of Fig. 13.3.

13.4 (a) Derive Eqs. (13.13) and 03.14). (b) Design a circuit that accepts an input voltage
-5 V :s VI :::: +5 V. and gives io = (lOIlA)2-"I!(1 V); this circuit is usefulineleclronic
music. (t') Modify the above circuit so that it gives the same output range, but for
OV ~v,~IOV.

13,7 A popular multiplier application is f~equency doubling. One way of configuring the
AD534 For this operalion is as follows:· connect X2 and Y, to ground, connect X,
and Y2 together and drive them wilh a source v, = 10coswi V, connect the Out
pin to 2, via a 100kQ resis10r. connect 2, to 2 2 via another 100kQ resistor, and
drive 22 with a 10-V reference voltage. (a) Sketch the circuit; then, using the iden­
tity cos2 a=(1 + cos2a)/2 obtain an expression for the output va. (b) Assum­
ing well-regulaled ± I5-V supplies, design a circuit to generate the 10-V reference
for 2 2.

13.8 The AD534 multiplier can be made to approximate the sine function within 0.5% of
full scale as follows:· connecl Y2 to ground, connect Y, and 22 together and drive
them with a source VI, connect Y, 10 X2 via a 100kQ resistor, connect X2 to ground
via an 18-kQ resislor, connect the Out pin to 2, via a 4.7-kQ resistor, connecl 2, 10

X, via a 4.3-kQ resistor, and connect X, to ground via a 3-kQ resistor. (a) Sketch
the circuit, derive an expression for the output v0 as a function of v/, and calcu­
late Vo at some signifi(;ant points to verify that the circuit approximates the function
va = 10 sinl(vdlO)9IF) V. (b) Using additional components as needed, design a cir­
cuit that accepts a triangular wave with peak values of ±5 V and gives a sine wave
with the same fr"'lilL:n,,:y :I11l11'Cili.. \ alth." as the input.

13,2 Find the phase margin of the circuit of Example 13.1.

13.6 In the log amp of Fig. 13.4 the bulk-resistance error (see Problem 13.5) can be com­
pensated by connecling a suitahle network between the ba... of Q2 and the output of
OA2, Such a ncty..th~ c"p'i,.l'. ,,f;\ h\... i"lance RI , in series with a diode DI " (cathode
at lhe output 'If 0,1. I III the antilog amp of Fig. 13.6 the compensation
network is conll\"' t~".t "1'(\,,'\,11 1111" h;I:,': of QI and the oulput of OAI (cathode atlhe
output of OA,). Show thalthe error is nulled when R, = (R, II R, )(2.2 H2)1 r,. What
is the required R" given Ihatthe LM394 has r, = 0.5 Q?

13.5 The log conformity error at the upper end of the current range is due primarily to the
bulk resistance of the emitter region, which can be modeled with a small resistance
Ts in series with the emitter itself. (a) Recompute the transfer characteristic of the
transdiode of Fig. 13.lb, but with r, in place. If r, = I Q. what is the log confomlity
error at i, = I rnA? At il = 0.1 rnA? (b) The effect of r, can be compensated by
feeding a small portion of v, to the base of the OJT. This is achieved by lifting the
base off ground. returning it to ground via a resistance Rx , and connecting a second
resistance R, between the source v, and the base of the OJT. Sketch the modified
transdiode, and show that choosing R,1R, = R1r, - I will eliminate the error due

to '.I'

13.3 Modify the circuit of Fig. 13.4to yield va = -(2 V/dec) 10glO!vtlO V)).

13.1 AnolOll mulUpllers

(I MHz 10 2 MHz
in I-kHz steps)

4
VCO

IlOpF

6 1

9

J

4059

.N

3.4SkO

13 6.11k1l
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PC,

PROBLEMS

EXAMPLE 1.\.'. I !"llg a 4046A PLL, design a circuit that accepts a I-kHz reference
frequency aud syulhesizes all frequencies between I MHz and 2 MHz in I-kHz sleps.

Solution. To span the given range, we need a programmable counter between N... =
IrI'1IlP = 1000 and N""" = 2000. Choose, for instance. a 4059 counter, which allows
for N to be programmed anywhere from 3to 15,999 via a set of inputs referred to as the
jam inputs} in lIIe data sheets.

For the VCO, specify fo halfway between the extremes, or fo = 1.5 MHz, and
again choose 2!R wide enough, say, 2!R = 1.5 MHz. This gives K. = 3.366 x IrI'
(rod/s)fV. Using the data sheets or the aforementioned PLL program, we find the VCO
component values R, = 28.0 kQ, R2 = 287 kQ, and C = 110 pE

Anticipating relatively clean on-board signals, we choose PC2, so Kd = 5/4tr
Vlrad. Since N is variable, a reasonable approach 12 is to design for the geometric mean
of the extremes, orfor N m = .JNm;.N~. = 1414. The corresponding gain factor is
then K'l....m) = KdK.IN =947 s-'.

We again use a passive lag-lead filter. Imposing { =0.707 and arbitrarily choosing
w. = wtl20 = 2tr IlP120 = tr100 rad/s, weoblainwp = 104 rad/s and w, = 290rad/s.
These parameters are met with the filter components shown in Fig. 13.34, where the
wiring details of the 4059 counter have been omitted for simplicity.

Using Eq. (I3.46b), we find { = 0.78 for N = 1000, and { = 0.65 for N = 2000,
both of which art' fairly reasonable values.

FIGURE 13.34

Frequency synthesizer using Ihe 4046A PLL.

13.1 In the transdiode of Fig. 13.2a let R = 10 kQ, C. + C. = 20 pF, VA = 100 V,
rd = 2 MQ, and f, = I MHz. If R. = 4.3 kQ and Cf = 100 pF, calculate I//Jo,
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13.9 The AD534 multiplier can be configured to yield the percentage deviation between
two signals v I and V2 as follows: connect X I and Z I together and drive them with
VI. connect X2 and Y1 to ground. drive Z2 with V2. connect the Out pin to Y2 via a
resistance RI • and connect Y2 to ground via a resistance R2. Develop an expression
forthe output 1'0, and specify R, and R, forvo = 100(v, - V, )/v,.

13.10 Figure PI3.IO shows a transducer-response linearization technique using a four­
quadrant multiplier. Derive an expression for Vo as a function of 6 and verify that it
is linearly proponionalto 6 in spite of the fact that the voltage across the transducer
is a nonlinear function of &.

lOY

R

RO + 6)

-lOY

FIGURE PtJ.IO

13.11 Using the AD534 as a voltage-controlled allenuator, design a programmable first­
order low-pass filter with a dc gain of 20 dB and /0 = kVe, 0.1 V ~ Ve ~ 10 V and
k = 100 HzIV. Hinl: See Problem 12.11.

13.3 Operational trallS<Ollducla.... amplifiers

13.12 Find the transfer function of the gm-C filter of Fig. PI3.12.

Vo

FIGURE PtJ.12

13.13 Design an exponential VCA such that A = 2- vc /o V) V/V, 0 ~ Ve ~ 10 V. Hence,
outline ils calibration procedure.

13.14 Design a programmable state-variable filter with Q = 10, Hoop = I, and /0 variable
over the audio range by means of control voltage Ve as /0 = (20 kHz)2-vc/o V).

O~ Ve ~ IOV.

13.16 (a) Sketch and label all relevant waveforms in the CCO of Fig. 13.20, and derive
Eq. (13.32). (b) Find C so that /0 = 100 kHz for Ie = I rnA; next, using this CCO
as basis, design a VCO such that /0 = (100 kHz)IO- vc/12 VI, 0 ~ Ve ~ 10 V. Outline
its calibration procedure.

13.4 ........Ioeked loops

13.17 Find the phase response 1I.(t), in degrees. in parts (a) and (b) of Example 13.3.

13.18 If we let R, = 0 in Fig. 13.23a, the zero is moved to infinity, resulting in a passive lag
jiller. Such a filter finds limited use because it does not allow for w, to be specified
independently of K,. (a) Verify that if we let R, = 0 in the filter of Example 13.4,
the phase margin is inadequate. (b) Specify a new,oet of values for R, and C to ensure
4>m ;;, 450 with R, = O. What is the corresponding value of w,?

13.19 Repeat Example 13.4, but using an active PI filter.

13.20 Prove Eqs. (13.46) through (13.47).

13.21 APLLhaswo = 211 Io"radls, K. = 0.2 Vlrad, K. = I VIV,and K. = 11 10" (radls)/V.
Design an active PI filter for a loop time-constant of approximately 100 periods of the
free-running frequency and Q = 0.5.

13.22 If a O.I·/LF capacitance is connected in parallel with R, in the loop filter of Exam­
ple 13.6, find how it affects w, and 4>m.

13.5 Monolllhie PLLs

13.23 (a) Sketch and label the average Vo versus 110 for a Type I phase comparator if the
duty cycles of VI and va are DI = 4and Do = i. (b) Repeat, but with DI = i and
Do = 4. Comment.

13.24 Sketch v" vo, UP, ON, and VD for a Type II detector if (a) w, is slightly higherthan
wo, (b) WI is slightly lower than wo, (e) w, »wo, and (d) w, «wo.

13,25 A cenoin CMOS PLL is powered between 5 V and 0 V, and uses a Type I phase com­
parator and a VCO with K. = 5 MHzIV and /0 = 10 MHz for VE = 2.5 V. (a) Design
a passive lag-lead filter for w. = 2115 kradls and Q= 0.5. (b) Sketch VI, VD, VD, and
vE for the case in which the loop is locked to an input frequency of 7.5 MHz.

13.26 Find V,(I) in the PM demodulator of Example 1'3.7.

13.27 Dual-slope ADCs are clocked at a frequency that is locked to the ac line frequency
fi;ne in order to reject line-induced noise. Using a 4046A PLL, design a circuit that
accepts fi;ne (either 60 Hz or 50 Hz) and gives fcK = 2'6 X fi;ne. Specify as many
parameters and components as you can in your circuit

645
Problems

13.15 The VCA610 (Burr-Brown) is a wideband VCA that accepts two signal inputs Vp

and VN and a control input Ve, and gives vo=A(Vp-VN), where A=O.OI x
IO- vc /'"'V, V/V for -2 V ~ Ve ~O. Using a VCA610 and an OPA620 wideband
precision op amp, design a first-order low-pass filter with unity dc gain and pro­
grammable cutolT frequency from 100Hz to I MHz.

13.28 Using a 4046A for phase detection and an 8038 as VCO, design a circuit that generates
a I-kHz sine wave synchronized on a I-MHz crystal oscillator.

13.29 An FSK signal v, alternates between h = 1200 Hz (logic 0) and In =2400 Hz
(logic I). One way" to decode this signal with a 4046A PLL is to use PC,. a loop

------- 1 _-
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filler consISt109 of a plain RC stage with 1/2" RC = fll, the VCO with fll =
(fL + fll )/2 = 1.8 kHz and 2f. =2 kHz, and a positive edge-triggered latch flip­
flop of the type of Fig. 13.31, with v, as the D input and the VCO output Vo as the
dock; the Q output of the flip-flop is the FSK decoder output. Draw the circuit; then
sketch and label' v/, the average of v., I'0, and Qboth lor [, = fL and [, = f II. What
is the distinguishing feature of PCJ that makes it auraclive in this application"
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a A7RG.524
aA79G,524
IJA14 I up amp. 1.2.212.215.

216,249-257,340
#1A7800 series. 523-525. 530
J.lA7805 regulator, 525. 527
IlA7900 series. 523, 530
Absolule accuracy. 562
Absolute maximum ratings. 241
Absolute-value circuil, 422
ac-dc c;onverters, 426-428
at noise. S~e Noise
Acquisition lime, 439
AClive compensation of

integrators, 285
Active filters, 106-210

all-pass fillers.
See All-pass fillers

audio tiller applications,
121-126. See also Audio
filler applications

band-pass filters.
See Band-pass tillers

band-reject fillers.
See Band-reject filters

biquad fillers, 147, 148
common frequency responses,

t06-108
first-orderfihers, 115-121,

See also First-order aclive
filters

GOP, and, 289-293
higher-order filters. 160-210.

See also Higher-order
aclive filters

high-pass filters.
See High-pass filters

KRC filters, 133-141. See also
KRCfilters

limitation, 109
low-pass filters. See Low-pass

fitlets
multiple-feedback filters.

t41-144
nature of, 109
RLC filters, 109
SC fillers. See SC filters
second-order filters, 126-133.

See als" Second-order
filters

sensitivity, 150--152

INDEX

SV fillers, 144-147
transfer funl.:tiun, IlN-114
universal fillers, 144-150

Active guard drive, 86, 87
Active PI filter, 633
Active tune wnlrol, 123-125

AD522.8t
AD534,6t8
AD537 V-F converter, 484
AD537 vollage-lo-t're4uency

converter, 487-489
AD549.222
AD590 t!'TAT. 518
AD590 two-Ierminallemperature

Iransducer, 512
AD594/5/6f7 series, 519
ADR17,364
AD7846 l6-bil segmented

DAC, 577
A-D converters, 559--606.

Set' also D-A converters
CR ADC, 5RR-590
DAC-based A-D conversion,

584.585
errors, 566
flash converters, 590, 591
INUDNL,566
integraling-type converters,

592-595
performance specifications,

564, 56~
pipelined converters, 592
SA ADC, 586-588
subranging converters,

59t, 592
ADCs. Su A-D converters
Aliasing, 596
All-pass fillers

all-pass response, 107, 10K
second-order fillers, 132

All-pole ladder. t82
Ahemative V-element

realizalion, 178
Amount of feedback, 24
AMP-O I, 83-85
Amplifier

bridge, 57. Su a/so Transducer
bridge amplifiers

CFAs, 293-303. See also
CurreRI-feedback
amplifiers (CFAs)

composite. 384-390
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currenl, 7 I, 72
differenl:e, 19.20.73-79

Set' ul.WI Ditlerence
amplifiers

fundamenlals,'2-5
lAs, 79-91. See abo

Instrumentation
amplifiers

inverting, 12-15,266--268
linear. :\
lug/antilog, 608--615
main, 2.14
noninverting. 8-12, 262-264
nonlinear. See Nonlinear

amplifiers
nulling, 234
op amp, Su Op amp
orA. 621HJ27
photodetector. 63
SHAs, 437--443
THAs, 4.17--443
transconductance. 63-71.

See u/so Voltage-to­
current converters

transducer bridge, 91-97
lransimpedance. 61. 294
transresistance. 5, 61--63
VFA" 293. 300--303
voltage, 3

Analog division, 619, 620
Analog-grouoo-switl.:h.430
Analog multipliers. 615--620
Analog swilches, 428-433
Analog to digital converters. See

A-D converters
Angular frequency, 109,258
Antilogarithmic amplifier,

609.6t3
Aper1ure jitter, 439
Aperture time, 439
Apel1ure um:ertainty, 439
A!>table mullivibrator, 457
Audio filler applicalions,

12t-t26
active tone control, 123-125
graphic equalizers, 125, 126
phuno preamplifier, 122
tape preamplifier, 123

Aulozero mode, 235
Autozero phase, 594
Autuzero (AZ) technique, 234
Avalanche breakdown, 507
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Avalanche noise. 324
Averaging-type meters, 314
AZ op amps. 234. 235
AZ lechnique. 234

B

Balanced bridge. 20. 67
Balanced modulatof, 638
Balanced transmission. 86
Bandgap voltage. 506
Bandgap vollage references.

510.511
Band-pass fillers

band-pass response, 107
ca~ade design, 111-114
direct synthesis, 196-198
KRC fillers. 139. 140
multiple-feedback fillers.

141.142
SC fillers. 196-198
second-order fillers, 130. 131
wideband fillers, 120

Band-reject filters
band-reject response. J01
cascade design. 115
KRC fillers. 140. 141
multiple-feedback filters,

143.144
nolch response, 107
second-order filters. 131. 132

Bar graph. 590
Bar graph meIers, 412-414
Barkhausen criterion. 453
Baseband. 595
Basic free-running multivibralor.

458-461
Basic series voltage

regulator. 519
Basic triangular/square-wave

generalor,472
Basic Wien-bridge oscillator.

451-453
Bass/treble control, 123-125
Bessel filte,.,.. 165. 1M
Bidirectional. 65
Bipolar DAC output

conditioning. 573
Bipolar DAC,. 572-514
Bipolar junction transistor

(BIT). 1
Bipular op amps. 230-133
Bipolar OfAi'l. 622
Biquad filter. 147. 148. 152
Bistable mullivibrator. 457
BIT. I
Black. Harold S.• 341
Bude plots. 114
Boost circuit. 537
Bootstrapping principle. 515
Breakpoint wave i'lhaper. 4~O. 4~ I

Bridge amplifier. 57. Su also
Transducer bridge amplifiers

Bridge calibration. 93. 94
Bridge imbalance

difference amplifiers, 74-77
V-I converters, 68. 69

Bridge legs. 93
Bridge linearization. 97
Broadband. 265
Brokaw cell, 511
Buck-boost circuit, 537
Buck circuit, 537
BUF-OJ.12
Buffer, 12
Buffered 10-V reference. 513
Buried diode slructure. 510
Butterworth fillers. 163. 164
BUllerworth low-pass element

values. 183
Bullerworth response. 129

C

CA30SO.623
Cancellation. Su alro

Compensation
input-bias--eurrent.222
pole·zero. 312. 313
zero-pole. 284

Capacitive loading, 363
Capacitive load isolation,

362-364
Capture range. 629
Capture time, 629
Cascade design. 166--175

band-pass filters. 171-174
band-reject filters. 175
high-pass filters. 171
10w-pa.<iS filters. 168-171
SC fillers. 202-204

Case to ambient, 530
Cauer filters. 165
CCM. 538. 539
CCO.411
Celsius sensor. 517
CF. 313. _114
CFA-derived VFA. 302
CFAs. Su Current-feedback

amplifiers (CFAs)
Characteristic frequencies, 110
Charge-balancing ADCs, 592
Charge-balancing VFC.

489.490
Charge-pump phase

comparator. 640
Charge-redistribution converters

(CR ADC'l. 588-590
Chatler. 420. 421
Chellyshev filters, 165
Chebyshev low-pa.<is element

values. 183

Chopper .....lizalion (CSl
technique, 234

Chopper-stabilized op amp
(CSOA).234

Circuits with resistive feedback,
60-105

current amplifiers. 71. 72
current-to-voltage converters.

61~3

difference amplifiers. 73-79
instrumentation amplifiers.

79-86. &e abo
Instrumentation
amplifiers

instrumentation applications.
86-91

transducer bridge amplifien.
91-97. See abo
Transducer bridge
amplifien

voltage-t<H:urrent converters,
63-71. See abo
Voltage-to-current
converters

Clo<ed-loop gain. 9
Clo<ed-loop "'pOll... 263-268
Closed-loop transresistanee

gain. 36
Clo<ed-Ioop vollage gain. 36
CMOS-gate crystal oscillator,

463.464
CMOS-gate free-running

multivibrator.463
CMOS-gate one shot. 46.5
CMOS inverter, 462
CMOS logic gates. 462
CMOS op amp'. 45. 341
CMOS transmission gate.

432.433
CMP-05.401
CMRR. 15. 16. 221. 228
Code center line. 566
Code ranges, 564
Coil current ripple. 538
Cold-junction compensation. 518
Commercial range. 240
Common-centroid layout. 231
Common-mode gain. 7.5
Common-mode input

capacitance, 269
Common-mode input

impedance. 269
Common-mode inpul

resistance. 74
Common·mode rejection ratio

(CMRRl. 15. 16. 221. 228
Comparator chatter, 420, 421
Comparators. See Voltage

comparators
Compensaled differentiator. 358

Compensation
active. of integrators. 285. 286
cold junclion. 518
e~ternal frequency. 374-380.

See abo E~ternal

frequency compensation
input offset-error. 235-240
internal frequency, 365-374.

See also Internal
frequency compensation

neutral. 360
passive. of integrators, 284
phase-error. 284
Q enhancemen". 286-289
stray input-capacitance.

359-362.382-384
Comple~ frequency. 109
Composite amplifiers. 384-390
Conslant-GBP op amps. 261
Contact noise. 323
Continuous conduction mode

(CCMl. 538. 539
Continuous-time filters. &e

Higher-order active filters
Control-to-outputtransfer

function. 545
Conversion time, 566
Converting RC inlegrator to SC

integrator. 188
Corner frequency. 316
CR ADC,. 588-590
C.." faclor (CFl. 313. 314
Critical frequencies, 110
Crossover frequency. 262
Cross regulation. 551
Cross-talk for common return

impedance. 78
CS np amp'. 234. 235
CS technique. 234
Current amplifiers. 4. 71. 72
Current cancellation. 222
Current-controlled integrator, 625
Current-controlled oscillator

(CCOl.471
Current-controlled relaxation

oscillator. 627
Currenl-driven R·2R ladders.

514.516
Currenl-feedback amplifiers

(CFA'l.293-303
applying CFAs. 299
closed loop gain. 295, 296
dynamics. 297. 298
high-speed voltage-feedback

amplifiers. 300-303
noise•.H4
PSpice models. 299. 300
second-order effects. 298. 299
simplified circuil diagram. 294
stability. 381-384

Current ftow. 42.44­
Cu"..at fold-hock. 522
Current foldback protection, 521
Current-input lA, 91
Current mirror. 72
Current-mode control, 547. 548
Current mode R-2R ladders.

510.511
Current-mode segmentation.

518.519
Current-outpuIIA. 89-91
Current reverser, 72
Current sources,S I5-5 17
Current switch, 430
Current-to-voltage converten~

61~3

Catolf frequency. 106. 129. 161
Cyclical frequency. 258

D
O-element realization. 177. 178
DABP filler. 118. 119
DAC-based A-D cooversion,

584.585
D-A converten, 559-606.

See also A-D converters
bipolar DAC•• 512-514
current-driven R-2R ladders.

514.516
current-mode R·2R ladders,

510.511
current-mode segmentation.

518.519
errors. 562. 563
glitches. 564
INUDNL.563
master-slave DACs. 574. 575
MDAC applications. 580--584
performance specification.

561.562
potentiometric DACs, 569. 570
R-2R ladders. 510-512. 514
segmentation. 576-579
voltage-mode R-2R ladders,

511.512
vollage-mode segmentation.

511.518
weighted-capacitor DACs.

568.569
weighted-resistor DACs.

561.568
DACs. Set! D-A converters
Damping ratio. 127. 634
Darlington pair, 215. 519
dc gain. 118,259
OCM. 539. 540
de noise. 311
de noise gain. 235
dc-offsetting amplifier. 19
Deboo integrator. 117

Decimation. 598
Decompensated op amps. 380
Deintegrate phase. 594
Delay filters. 108. St!e also

All-pass filters
Delyiannis-Friend filter. 141
Desensitivity factor. 26
Dielectric absorption. 435
Difference amplifier

calibration, 76
Difference amplifiers.

19.20.13-19
ground-loop interference

elimination. 77-79
resistance mismatches, 74-77
van.ble gain. 77

Difference-input.
difference-outpUt amplifier.
19

Differential input ClplCitance.
269

Differential input impedlnce. 269
Differential input-pair noise.

340.341
Differential input voillge, 6
Differential-mode gain. 75
Differential-mode input

resistance, 74
Differential nonlinearity (DNl).

563.566
Differential V-I converter,

616.611
Differentiator. 20. 21, 115. 116
Differenliator circuil. 357. 358
Digitally programmable

amplifier. 582
Digitally programmable

altenuator.582
Digitally programmable

filter, 583
Digitally programmable

gain, 87-89
Digilally programmable lA, 88
Digital to analog converters.

See D-A converters
Direct-desiga. 181-186
Direcl synthesis (design).

181-186
high-pass fillers. 185. 186
low-pass filters. 182-185
SC fillers. 196-198

Discontinuous conduction mode
(DCM). 539. 540

DNL. 563. 566
Dominant-pole compensation.

361.368
Dominant-pole frequency, 259
Dominant-pole PSpice

model. 263
Dominant-pole re.'!oponse. 259

649

INDEX
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650 Doubly tenninated all-pole RLC Error signal. 23 First~order noise shaping. 601 Gain margin (GM). 348, 349 High-frequency gain, 120. 129 Implicit nos computation. 614 651
ladder,l94 Error voltaic, 628 555 'imer, 465-469 Gain node, 294 High-gain loop, 634 Improved Howland current

INDEX Doubly terminated ESL, 541, 542 555 thner block diagram. 466 Gain peaking (GP). 350, 351 High-pass fillers pump, 70, 71 INDEX

series-resoDaol RLC ESR, 541, 542 Rash converters, 590, 591 Gale reverse currenl, 429 cascade desigo. 171 Improved THA, 441
ladder. 182 EYAL.L1B, 216, 415 Ricker noise. 323. 324 GBP, 261 direct design. 185. 186 INAIOI. 81

Drain cutoff current, 429 Excess noise, 323 Aip-ftop, 457 effcct. on filters. 289-293 gain, and. 119, 120 INA105,76
Dropout voltage. 50s Explicit rms computation. 614 Aoating-load CWTeol effect. on inlearalor circuits. high-pass response, 107 Inadequate power-supply
Dual-amplifier band-pass Exponeniialllinear amplifier. 72 283---289 KRCfilte"'. 138, 139 filtering, 364, 365

(DABP) filter. 178, 179 waveforms. 450 Roating-load V-I converters, Generalized impedance convener SC filters, 185, 186 Inductance simulalor. 177
Dual-inlegralor-loop SC filler, E~ponenlial U'ansienl. 45 I 64,65 (G1C).175-181 second-oroer filters. 129, 130 Induslrial range, 240

192-194 External frequency Flyback regulalor. 5SO, 551 General-purpose IC comparalors. Hi8h-pass notch. 149 Infinile-gain filters. 141-144
Dnal-op-amp lA, 82. 83 compensalion, 314-380 Flying capacilor lechniques. 401-406 High-resolution Inherenl noise. 312
Dual-slope ADC, 593 decompensated op amps, 380 85,86 mC,175-181 charge~redislribulion Initial input offset voltage, 230
Dual-slope waveform. 593 feedback-lead compensation. Folded-cascode bipolar YFA, 302 Glilches. 564 ADC,589 INL, 563. 566
Duty cycle. 415 378-380 4046 CMOS PLL,635-642 GM, 348. 349 High-sensitivily I-V converter. 62 Inpul bias currenl. 63. 211-221
Dynamic op amp limitations, _put-lag compensalion. Four-quadrant analos- 8m-C filters, 621 High-speed comparalors. Input-bias-current cancellation.

25&-310. See also Siatic 375-378 multiplier, 611 GP. 350, 351 406,407 221,222
op amp limilarions reducing loop gain, 374. 375 Four-quadranl multiplier. 615 Graphic eqoalizers, 125, 126 High-speed currenl switch. 573 Input-bias-current

CFAs, 293-303. See also External (interference) noise. Four-terminal adjustable Grounded-capacitOl' veo. High-speed vohage-feedback characteristics. 224.
Conent-feedback 311,312 regulator. 524 478-483 amplifiers, 300-303 Input bias-current driC.. 224
amplifiers (CFAs) External offset nulling. 23&-240 Fourth-ordcr, I-<1B. I-kHz Grounded FDNR, 177 Hold mode, 434 Input CUrrent constraint, 15

closed-loop ..sponS<. 263---268 elliptic low-pass filter. 204 Grounded~load current Hold mode settling time, 440 Input goarding, 225
finite GBPifilters, 289-293 , Fourth-order. I-<IB. 2-llIIz amplifier, 72 Hold step. 440 Inpul-lag compensation. 315-318
finite GBPliniegmOl circuits, False ground, 280 Chebyshev low-pass Grounded-load V-I converters. Howland circuil calib....uion. 69 Input linearization network, 623

283---289 FDNR, 177, 179-181 filter, 203 6f>-68 Howland currenl pump,~ Input offsel current. 211-221
fUll-power handwidth, Feedback, 29-37. s.. also Fourth-order hand-pass filter, 197 Grounding. 365 Huelsman. L. P.. 144 Inpul offsel~error compensalion.

278,279 Neg_live Ccedbeck FPB, 278. 279 Ground-loop interference, 18 HWR,422-424 235-240
inpulloutput impedances. Feedback factor (P). 39-41 Fractional binary value. 561 Ground-loop imerCerence HyslCresis. 421 Input offset voltage. 225-230

269-215 Feedback-lead compensation. Fractional devialion, 92 eliminatioo. 71-79 InputJ(Hltput impedances.
open-loop response, 259-263 378-380 Fractional clone_lion. 95 Guard-ring layout! 269-275
rise lime, 21S. 216 Feedback pole. 356. 357 Free-nanning frequency. 628 connections. 225 lAs. Su Instrumentalion Input overdrive. 400
stilling time, 219-281 Feedforward compensation. Free-cunnins muhivibralOl'. Gyrator, 206, 207 amplifiers Input-pair load noise. 341
slew-rate limiting, 21~278. 373,374 457-463 IC noise densities. 311 Inpul reCerence current. 608

281.282 Feedthrough. 440 Frequency-compensation H IC timers. 465.411 Input-reCerred errors. 211.
lnlIlsient response. 275-282 Feedthrough gain, 32, 34 capacitance. 215 HA-2725 programmahle op ICL7129 41/2-digit ADC. 595 See also Static op amp

Dynamic output range. 45 Feedlhrough rejeclion mio. 440 Frequency compensalion amp, 282 ICL8038 waveform generalor. limitations
Dynamic ranJe, 562. 608 FET-input op amps. 234 techniques, 365-380 HA-5330 high-speed monolithic 479-483 Input regulation. SOl
Dynamic resiSl8J1ce, 429 Field-effecllraDsistors Frequency doubling, 643 THA,441 Ideal,4 Input resistance. 3

(FETs),428 Frequency ..spons<, 106. 112 Half-flash converter, 591 Ideal inverting amplifier. 13-15 Input scale factor, 609
E Field emission breakdown, SO? Frequency shift keying (FSK), Half~wave rectifier (HWR). Idealized filler responses. 101 Input-series. 29

8-bit subranginc ADC. 591 Fifth-order 0.1/4O-<IB elliptic 485.486 422-424 Ideal noninverting amplifier. 11 Inpul-shunt, 29
EL2044C low-powernow-voltage hi8h-pasS filter, 186 Frequency-Io-vollagc converter HCMOS Phase-Locked Lonp Ideal op amp, 7 Input shunt topology. 213

I20-MHz onity-gain stable Fifth-order 3-dB ..spanses, 166 (PVC),491.492 f'roBram, fi40 ldealop amp analysi~ 15-23 Input signal-co-noise ralio. 334
opamp.303 Fifth-order SC lOW-pass FSK. 485, 486 Heatsinlt, 531 diffe..nce amplifier, 19, 20 Inpul stage. 213-216

Elemenl v"ues filler, 196 Foil-power handwidth (FPB), HI-DACI6, 579 differentialor. 20, 21 Input vollage consttainl. 15
(BuncrworthlChebysbev FILDES,I63 278,279 Higher-order active filters, integrator. 21. 22 Inpul voltage ran~e. 241. 242
lOW-pass filters), 183 Filter. 106. See abo Active filters Foil-scale nnee, 561 160-210 negative~resistance convener Instability. Su Sl8bilily

Elliptic filters, 165 Filter lflP'O.imalion, 161-166 Foil-wave m:tifier (FWR), 422, Bessel approximation, (NIC), 22, 23 InslrUmenlalion amplifiers.
Elliptic low-pass ..sponse, 182 Finite open-loop gain. 70 424-426 165,166 summing amplifier. 11-19 79-91
Emltter-couplcd Yeo. 483---486 Finl-order active filten, 115-121 Function generators, 478-486 Butterworth approximation. vinual short, 16 active guard drive. 86. 81
Emitter degeneration. 282 differentialOl'. liS, 116 PVC. 491. 492 163.164 Ideal terminal resistances. 5 currenl-inputIA. 91
Equal-componenl KRC circuit. GBP, and, 290 F-V converters. 491. 492 cascade design, 166-175 Images. 595 current-outpul IA. 89-91

135,136 high-pass filler with gain. FWR. 422, 424-426 Cauer approximation, 165 Imbalance factor digilally programmable gain.
Equalized preamplifiers. 121 119, 120 Chebyshev approximation. 165 difference amplifiers, 15 87-ll9
Equivalent series induclanCe intearalon.II6-118 G dilCCt-dc.ign,181-186 V-I converters, 68 doal-op-amp lA, 82, 83

(ESL), 541. 542 low-pass filter with gain. Gain-handwidth prodoct. 261. filler approximllions, 161-166 Impedance flying capacitor techniques.
Equivalenl series resislanCe 118.119 SeealsoOBP GBP. and. 291-293 inpulloulput.269-215 85.86

(ESR), 541, 542 phase shillen, 121 Gain-handwidth_. 265 generalized impedance series. 210, 211 monolilhic lA, 83-85
Error amplifier, 23 widehand hand-pass ftlter. 120 Oain desensilivity. 25, 26 convener (GIC). 175-1 gI ShUD~ 272-275 output-ofJ'selling, 89
Error function, 24 FiBl-ordcr loops, 632. 633 Gain error. 24, 562, S66 PSpice, 163 Impedance transformation, 22 'riple-op-amp lA, 79-ll2
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652 In!'Otrumentalion applicaliuns. equal-cnmponent KRC circuit. LM331 negative regulator. 524 Low-pa~s filters Monolithic switching regulators. nonlinear distortion reduction. 653
K6-91 n~. 136 LM339 quad comparator. cascade design. 168-171 ~44-551 26-28INDEX Integral nonlinearity IINL). high-pass fillers. 138. 139 405.406 direct design. 182-185. 196 current-mode control. INDEXstability. and. 347
~63. 566 luw-pass fillers. 1:\4. 135 LM385 2.5-V micropower FDNR. and. 180. 181 547.548 Negative feedback mode. 45

Integraled-circuit noise. sensitivity. 151 reference diode. 511 gain. and. 118. 119 ftyhack regulators. 550, 551 Negalive-feedback topologie.s.
316.317 unit-gain KRC circuit 136-138 LM39~.409 KRC filter.;. 134. 135 LTl070.548-55O 29.30

Integraling-type converters. LM398 B;FET THA. 438 low-pass response. 106. 107 voltage-mode control. Negative resistance, 22, 23
592-595 L LM399 6.95~V thermally multiple·feedback fillers, 544-~47 Negative-resistance converter

Integraling-type THA, 441. 442 Ladder simulalion slabilized reference, 509 142.143 Monolilhic temperalure sensors, INICI. 22. 23
Integralion unity-gain continunus-tirne fillers, LM3914 dollbar display SC filte". 182-185. 196 511.512 Negalive saturation region,

frequency, 200 IKI-186 driver, 413 second-order fillers, 121-129 Monolithic timers. 465-411 44.45
Integrator. 21. 22 SC fillers. 194. 195 LM3915.412 Low-pa.or;s filter tables, 169 Monolithic voltage regulalors, Neper frequency, 109
Integrator circuits. and finite l.arge-signal condilions. 214 LM3916.412 Low-pass nnlch. 149 523-~27 Neutral compensation. 360

GAP. 2KI-2K9 IJX) regulators. 526. 521 LM 13600. 623 LSB.562 Monolithic waveform generators, Newcomb. R. w.. 144
Integrators.IItl--118 Leakage. 435. 436 LMC6464 CMOS up amp. 242 LTIOlO.441 471\-486 w NIC. 22. 23
Interference noise. 3 II. J 12 l.eapfrogging.578 Load. 499 LTlOI6.407 Monostable multivibrator. 457, Noise. 311-346
Intermediate (second) .<;tage. 215 l.e'lst si}!nificant hil (LSB). 561 Loading• .1.4 LTl025.519 464.465 avalanche, 324
Internal fretJuency compensalion. l.evel detectors. 4n7-409 Load regulation. 50I LTlO28.34O MOSFET-inpul op amps, BJTs, in, 324. 3~

365-374 LF356.441 Lock range. 629 LTI070 monolithic switching 222-224 cresl factor, 313, 314
dominant-pole compensation, LF356 biFET op amp. 222, 223 Log amp. 60S regulator. 548-550 MOSFET switches. 431--433 defined,311

367.368 Limitations. Set' Dynamic op Log/anlilog amplifiers. 608-615 LTI360.364 Mosl significant bit (LSD), 561 dynamics, 317-322
feed forward c()mpensation. amp Iimitalions; Stalic op anlilog amp. 609, 612 LTI363 70~MHz. IIJO().VI"s op MP7616 16~b;tCMOSDAC. 579 filtering. 334. 335. 337. 338

373.374 amp limitations In8 amp. 608. 609. 612 amp. 302 MPYIOO.618 nicker. 323, 324
Miller compensalitm. 369-312 Linear amplifier, 3 . log ratio amplifier, 612, 613 LTC I060. 198 Multiple·reedback band-pass IC. 316. 317
pole-I.em compensation. Linear/e~p()nential praclical circuits. 612-614 LTC I064 series. 198 filter. 141. 142 inherent, 312

372.373 waveforms, 450 stability. 610, 611 LTZ I000 Super Zener. 509 Multiple-feedback fillers, interference. 311. 312
shunt-capacitance Linearity. 398 transdiode configuration. 609 141-144. 1~2 JFETs. in. 325

compensation. 368, 369 Linearity error, 615, 618 true nos-Io·dc converters, M Mulliple-feedback low-pass filter, low-noise op amps. 339-342
Inlemal (inheren!) noise, 312 Linearil.ed bridge circuit, 104 614.615 Macromodel. 216 142.143 MOSFETs. ;n. 325. 326
Inlemally compensated of) Linearil.ed lransconduclance Logarithmic amplifier, 608, Main amplifier, 234 Multiple-op-amps filters. See NEB. 318-320

amps. 259 hlnck.616 609.612 Mark frequency, 485 Universal filters negalive feedback. and, 29
Inlemal offsel nulling. 231 Linearizing effect of negative Lt)garithmic wave shaper, Master-slave DACs. 514. 575 Multipliers. 615--620 observation/measurement, 314
Internal p!.lwer dissipation. 42 feedhack. 27 475.476 Maximum internal power Mnltiplying DAC (MDAC). 561. Ilf.316
Invcning amplifier, 12-15. Linear region. 44, 45 Log conformity error, 608 dissipation (Pmal). 241 ~80-~R4 up amp. 328-335. Su also Op

2hf>~26R Linear regulators, 519-535 Lngger.608 Maximum passband ripple. 161 Multivihrators.457-465 amp noise
Inverting configuration. 34-36 monolithic voltage regulaloni. Lng ralio amplifier. 612. 613 Maximum ratings. 240-244 basic free-running, 458-461 photndiode amplifiers, in.
Inverling inlegralnr, 356 ~23-~27 Loop gain (T) MC3425. ~32-534 classification. 451 33~-339

Invenin1/. regulator. 5.19 power sources. 528. 529 feedhack factor, 39--41 MDAC. 561. 580-584 CMOS crystal oscillator. piecewise graphical
Inverting Schmilltrigger. power-supply supervisory finding it directly. 31. 38 Mean square value, 313 463.464 integration. 320

416.417 cireuil<;.532-535 graphical visualizalion. 262 MFIO universal monolilhic dual free-running. using CMOS pink-noise langent principle.

Inverting SC inlegralor. 189 prulections. 520-523 increasing. 384-386 SC filler. 199 gates. 462. 463 321.322

IPTATs.~II.~12 thermal considerations. PSpice.353---355 MFIO universal SC filter, monostable. 464, 465 PSpice modeling, 326. 327

I-V converter. 61--63 ~29-~32 reducing. 374, 375 199-202 nns value. 313

uses. 527-535 Lossy integrator. 22, 119 Micromodel.215 N ShOI,323
J Line-loss detection. 533-535 Low·distortion sine wave Micropower op amps. 42 NAB equali7.ation curve and tape SNR.312

WET-input up amps. 222 Line regulation. 501 generation. 485 Midfrequency gain. 120 preamplifier. 123 sources of. 322-327

JFET switches. 42R--431 LM30K op amp. 221 Low-drupout (LOO) regulators. Military range. 240 Natural response. III speclra. 315

Jnhnsnn nuise. 322 LM311 voltage cmnparator. ~26. ~27 Miller compensation. 369-372 n-bit flash converter. 590 summation. 314. 315

JunctitJR-to-amhienl thermal 402-404 Lower saturation reginn. 44. 45 Miller effect. 35 n-channel JfET. 429. 4.10 thermal. 322

resislance. 52t} I.MJ 17 functional diagram. I..nw-input-bias-current np amps. Miller integrator. 116 n-channel MOS..m. 431. 432 white. 316

Junction tn case. 530 ~2~. 526 221-22~ Mnnolithk IA. to-85 NE~60. 4K4 Noise dynamics. 317-322

LM311 positive regulator. 524 Lnw-inpul-offset-vollage op Monolithic I'I.Ls. 635·-642 NE~~17.62J Noise equivalent handwidlh

K LM31X up amp. 2X2 amps. 230-235 designing. 640-642 NE553315534 low-noise audio op (NEB).3IK-320

k-channel analog I.M329 6.9-V reference Low-noise op amps. 339-342 Type I phase comparator. amp,34() Noise filtering. 334. 335.

multiplexer. 431 diode. 409 differential input-pair noise. 637.63K NEB. 318-320 337.338

Kerwin. W. J .. 144 LM329 precision reference 340.341 Type II phase cnmparator. Negative feedback. 23-29 Noise gain. 29. 317

KHN 1iIler. 144-147 diIKle.507 input-pair load noise. 341 631).640 block diagram, 23 Noise power density. 315

KRC·'illcrs.13.1-141 I.M.H~.409 second-stage noise, 341 Type III phase cnmpnrator. llisturbances, and. 29 Noise, shaping. 599--602

hund-pass lilters. (Jt). 140 LM:U5 precision lemperature ultralow-noise op amps. 6.lX.639 gain desensitivity, 25. 26 Noise spectra. 315

band-retectlilters. 140. 141 sensor, 512 341.342 vco. 63~-637 noise. and. 29 Noise summatinn. 314. 315

------------+--------------------
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654 Noninverting amplifier, 8-12, III noise. 316, 323 Oscillation, 347. Phase accuracy, improving, PSpice models. Relriggerable one-shot 655

264-266 l-mA source, 67 See also Stabilily 388-390 See also SPICE models operation, 534
INDEXINDEX Noninverting configuration, IN821-9 series. S07 Oscillalors Phase-error compensation, 284 CFAs, 299, 300 Relum ratio, 24

31-33 IN5822.550 CMOS cry,lal. 463. 464 Phase·locked loops (PLLs). finding T, 353-355 RIAA playback equalilalion

Noninverting (Deboo) One-quadrant multiplier, 615 quadralure, 456, 457 627-642 noise, 326, 327 l:urve and phono

integralor, 111 One·shot. 457. 465 relualion, 450. 451 'j basic system, 627, 628 PSRR,229 preamplifier, 122

Nuninverting Schoon lrigger. On-off controllers, 409, 410, ring, 494 , designing, 640-642 PTAT.511 Ring oscillator, 494

417.41g 421.422 sinusoidal, 450 dumping charatleristics, 633 Pull·in time, 629 Ripple band. 161

Noninverting SC integrator, On-off temperalure conlroller, VCO.473-475

(
filter design criteria. 635 Pul3C.pt.r-oilitKl modulation Ripple rejeclion ralio (RRR). SOl

189.190 410 Wien-bridge. 45 1-456 firsl-order loop, 631 (PPM),469 Rise time, 275, 276

Noninverting SC integralor Opamp.5-8 OTA,62lH>27 lock and capture, 628, 629 Pulse-width modulalion (PWM), RLC filters, 109

waveforms, 190 feedback. 29-37 OUlpullinput impedances, locked condition, 62~31 414.415,469 RLC ladder simulation, Ig1-186

Nonlinear amplifiers, 601-646 hi~1orical overview, I. 2 269-275

I
monolilhic, 635-642. See alsa Posh.pull pair. 215 nns outpul noise, 330-333

analog mUllipliers, 615-620 ideal, 7. See also op amp Outpul-offsetting,89 Monolithic PLLs PWM,414.415.469 rms value, 313

loglaolilog amplifiers, analysis Oulput overload second·order loops. 632. 633 PWM wavefonns, 415 ROC, 352. 353

608-615. See also lImilalions. Su Dynamic op proteclion, 52) Phase shifters, )21 Root·mean-square (rms)

Log/antilog amplifiers amp limilalions: Sialic op Outpul reference current, 609 Phono preamplifier, 122 Q value, 313

operalionailransconduCIanCe amp limitations Output resistance, 3 Photoconductive detectors, 63 Q-enhancemenl compensation. R-2R ladders. 570-572. 574

amplifiers. 62lH>27 noise. See Op amp noise Output saturation, 44-47 Photodclector amplifiers, 63 286-289 RRR, SOl

PLLs, 621--642. Set abo powerin•• 41-47 Oulput scale factor, 608 Photovoltaic deltetors, 63 Q mulliplier, 151
Phase·locked loops practical. 65 Outpul-series, 30 Pink-noise curve, 321 Quadrature oscillaton. 456. 457 S

(PUs) PSpice simulation. 1, 8 Output shoo-circuil current, 242 Pink-noise langenl principle. Quantization error. 565 SA AOCs. 586-588
Nonlinear circuits, 398-448 simplified block diaararn. 259 Outpul-shuDI,3O 321.322 Quanlization noise, 565 Safe operaling area (SOA),

ac-dc converters, 426-428 simplified circuil diagram. Outpul shunttopolOllY, 212 Pipelined converters, 592 Quiescent supply current, 42 520.521
analog swilches, 428-431 212-217 OUlput spectJal density. 331 PUS. s.. Pbase·locked loop, Sagback effect. 435
FWR. 424-426 voltage comparalor, as, 0u1pu1S1agO. 215 (PLLs) R Sallen-Key fillers, 134.
HWR. 422-424 400.401 Output vollagO Iwil1J. 242 Pole splillin•• 369. 370 RA.591 See also KRC fillers
MOSFET .wile"'l. 431-433 Op amp circuit, 8 Overall input spectral densilY. Pole-zero cancellation, 312, 373 RagaZlini, John R., I Sample-and-hold amplifier
peak detectOrs. 433-437 Op amp differmtialor, 20, 21 329.330 Pole-zero circuit, 153, 154 Rail·lo·rail op amps. 45. 242 (SHA).437-443
precision rectifiers, 422-428 Op amp inleBnlloc. 21. 22 Ovetdamped. 127 Poor grounding. 364. 365 Rale of closure (ROC). 352, 353 Samplcd-data system, 560
sample-and-hold amplifier Op amp manufaclurers, 2 Overload proleCtion. 242-244 Positive resislanCC, 22 Ratiomelric convenion, 564 Sample-IOo-hold offsel, 440

(SHA).437-443 Op amp noise. 328-335 Oversampling.597-599 Positive saturation region, RC-SC integralor conversion, ISg Sampling mode, 235
Schmin trigg.... 416-422 CFAs, in, 334 Ovenampling converters, 44.45 IlEFO<lj 5· V precision SAR.586
THA.437-443 noise filtering, 334. 335 595...(i()2 Pos! filler. 615 ft'ft:rcnce, 5II Saturating amplifiers, 44-47
voltage comparaton. 399-415. overall inpul spectral density, noise shaping,5~ POlenliomelric DACs, 569, 510 REFIIlI, S02 Saluralion currenl, 506

See also Vohaae 329.330 Nyquist-rate sampling, Power dissipation, 42-44 REFlUl 10-V precision Sawtooth wave generalors.
c_ton ems OUIpuI noise, 330-333 595-597 Power op amps, 244 reference. 501, 508 476-478

Nonlinear distonion reduction, SNR. 333. 334 ovenampling, 597-599 Power sources, 528, 529 Referellfe voltage, 561 Scale fltCtor, 56l
26-28 Op amp powering. 41-47 sigma-delta conveners, Power-supply busse:<t. J6j Rt'fclt'llceslregulators. See VoII- Scaling factor, 110

N....,triggerable one·shot. 465 current flow, 42-44 599-«12 Power-supply rejeclinn f'.Ilin "J!(' .derences/regulators SC biquad filler. 193
NOlCh filler>. s.. Band·rejecl OUlput saturation,.44-41 Overshoot (OS). 3SO. 351 (PSRR).229 1:~gi';113 of operation, 44, 45 SC filters. 192-198

filteD power dissipation, 42-44 Overvollage proIection. 533-535 Power-supply supervisory Relative accuracy, 563 cascade design, 202-204
NOlCh response. 107 OP-07 op amp. 222 OV proIection. 533-535 circuits, 532-535 Relualion oscillators, 450, 451 direct synthesis of band·pass
Nulling amplifier, 234 OP-27. 232. 233 PPM. 469 Remole sensing, 513,514 filters, 196-198
Nyquist bandwidth, 595 OPAI29.222 P Practical logarithmic wave Reset-switch leakage, 4."16 direct synthesis of low-pass
Nyquist ute, 597 OPASOI.244 Pmu ,241 sbaper.476 Residue, 591 filters, 196
NyquisHare converters, 591 OPA627.341 PA04.244 Practicallonglantilog circuits, Residue Implifier(RA). 591 dual-inlegralor-loop filters.
Nyquist'''1e samplin•• 595-597 ~n-circuit noise. 330 Passband, 107. 16\ 612-a14 ResisllllCe mismatches 192-194
Nyquist's crilerion, S96 Open-circuil voltage gain, 3 Passive band·pass filler Practical op amp. 65 difference amplifiers, 74-77 ladder simulation. 194, 195

Open-Ioop -34B frequency. 259 rr-Ype.l79 Practical Wien-bridge V-I converters, 68, 69 prolCticallimilalions, 190-192
0 Open·loop bandwidth. 259 Passive compensation or osclllalOl'S, 454 Resislance U'imming. 69 universal fillers, 198-204

o..:tave equalil.ef. 126 Open·loop de gain. 259 integrators, 284 Precision integralor, 21 Resistance values, 58, 59 SchmiU tnggers, 416-422
OIIsel error. 562. 566 Open·loop gain, 9. 23 Passive lag-lead filter, 632 Precision rectifiers, 422-428 Resislive feedback. See Circuits SC Inlegralors, 188-190
Offset nulling. 237-240 Open·loop response. 259-263 PCM52153.579 Printed-circuil wilh resistive feedback Second-order. Type I loop. 632
Offsel-voltage adjuslmenl Open·loop traIlsimpedance Peak CIlJTClll conlrol. 547 board leakage. 435 Resisliv~ lfansducers. 91 S....ood-onler. Type II loop. 633

range, 231 gain. 294 Peak deleCton. 433-437 Programmable op amps. 282 Resolulion, 562 Second-order fillers, 126-133
OII-the·....lf OTA•• 622-a27 Operalinl Iemperatwes. 240 Peak frequency. 130 Propagstion delay. 399 Resonance frequency, 130, 131 all-pass response, 132
On-ehip trimming. 232 Operaliooa\ Iranaconduetanee Peaking. 129 Proponional to absolute Resonance gain. 130 band-pass response, 130, 131
ItIllbsolure-enor amplifier (OTA). 62lH>27 Pedestal error. 440 Iemperature (PTAT), 511 Response lime, 399.400 filler measurements, 133

bandwidlh,6lh OS. 3SO. 351 Percentage deviation, 92 PSpice. 7, \63.216 Relriggerable one-shOl, 465 high·pass response. 129. 130

,
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Second-order fiher~Conl.
low-pa..s re.,:Klose. 127-129
notch response, 131, 132

Second~order Rm'C filler. 621
Sectmd·order )()()PS, 6:12. 633
Second stage. 215
Second-stage noise. 341
Seebeck coefficient. 518
Segmentation. 576-579
Selectivity factor. 161
Self-regulated 10·V

reference. 504
Self-regulation. 50S
Sensitivity. 150-152
Sequential search. 585
Series impedances. 270. 271
Serie."·pa,\s element. 519
Series-shunt. 31
Servo converter, 585
Selliing lime. 279-281. 564
Seventh-order O.28/60-dB elliptic

low-pas!'! filter. 1R4
74HC(T)4046A CMOS PLL.

635-M2
741 op amp. 1.2.212.215.216.

249-257.340
741 up amp macromodel. 217
7800 series, 523-525. 530
SHA.437-443
SHC8031804.442
Short-circuit currenl gain. 4
Short-circuit noise. :no
Short-circuit protection, 521
Shot noise. 323
Shunt-capacitance compensation.

.168.369
Shunt impedances. 272-275
Shunt-shunt. 34. 36
Sigma-delta converters. 599-602
Signal gain. 235
Signal generators. 449-498

emiuer-coupled VCO.
483-486

F-V converters. 491. 492
grounded-capacitor VCO.

478-483
logarithmic wave shapero

475.476
monolithic timers. 465-471
monolithic wavefuml

generators. 478-486
mullivibrator!i;.457-465.

SfPI' abo Mullivihrators
quadrature mcillators.

456,457
relaxation oscillators. 450. 451
sllwlooth wave generators.

476-478
sine wave generalors. 451-457
sinusoidal oscillators. 450

triangular wave generators.
471-476

V-F converters. 486-490
vohage-controlled oscillator

(VCO).473-475
Wien-bridge oscillator.

451-456
Signal integrate pha.~. 594
Signal-lo-noise ration (SNR).

312.333.334
Silicon pholodiode. 63
Simplified op amp circuit

diagram. 212-217
Simplified op-amp block

diagram. 259
Sine wave generalors. 451--457
Single-op-amp bridge

amplifier. 96
Single-supply free-running

multivibrator. 460
Single-supply inverting Schmitt

lrigger, 419
Single-supply noninverting

Schmilt trirMer, 420
Sinusoidal FSK generator, 486
Sinusoidal oscillators. 450
Sixth-order 0.1I4O-dB elliptic

low-pass filter, 172
Sixth-order I-dB Chebyshev

low-pass filter, 170
Sixth-order 1.0I4O-d8 band-pass

fiher.174
Sixth-order Butterworth

band-pass filter, 173
Skin. 161
Slew rale (SR). 276. 277
Slew-rate limiting. 276-218.

281.282
Small-signal bandwidth, 616
Small-signal condition!li. 214
SNR. 312. 333. 334
SOA. 520. 52 I
Soft start. 548
Source-free response, I t I
Source-to-Ioad gain, 3
Space frequency, 485
Spectral noise densities, 315
SPICE. 2. SfPI' also PSpice.

PSpice models
SPICE models. 215-217
Square-mot extraction, 619, 620
SR. 276, 277
Stahilily. 347-397

capacitive load isolation.
362-364

CFA circuils. 381-384
composite amplifiers. 384-390
cunstanl-QBP op amp circuits,

356-365
difTerentiator circuit. 357. 358

..,emaI frequency
compensation, 374-380.
Su also External
Frequency compensation

feedback pole. 356. 357
finding Tusing PSpice,

353-355
gain margin, 348, 349
grounding, 364, 365
H(s). and. II 1.112
internal frequency

compensalion, 365-374.
See also Internal
Frequency compensalion

log/antilog amplifiers. 610. 611
peaking/ringing. 350-352
power-supply filtering,

364.365
rale of closure. 352, 353
stray inpul-eapacilanCe

compensation, 359-362,
382-384

Standard resislance values, 58, 59
Start-up circuitry, 506
State-variable (SV) fillers,

144-147
Static op amp limitations.

211-257. See also Dynamic
op amp limitations

autozerolchopper-stabilized op
Imps. 234. 235

bipolar op amps. 230-233
CMRR. 227. 228
eKtcmal nulling, 238-240
FET-input op amps, 234
inpul bias current. 217-221
inpul bias-currenl drift. 224
input guarding, 225
input offsel currenl, 217-221
input offset-error

compensation, 235-240
input offsel voltage. 225-230
input-bia.~-eurrenl

cancellalion. 222
inlemal nulling, 237
JFET-inpol op amps. 222
low-inpul-bias-eurrenlop

amps. 221-225
low.input-offset-voltage op

amps. 230-235
maximum ralings. 2~244
MOSFET-input op amps.

222-224
overload prolection, 242-244
PSRR.229
superbela-input op amps.

221.222
Ihennal drift. 227

Slep-down regulalor. 539
Slep-up regulalors. 539

Stopband. I()7. 16\
Strain gauge bridges, 94--96
Stray inpul-capacitance

compen!lialion. 359-362,
382-384

Subranging converters.
591.592

Substrate lhermostaling. 409
Subsurface diode slrUcture, 510
Successive-approximalion

converters (SA ADCs),
586-588

Successive-approximation
register (SAR). 586

Summing amplifier, 17-19
Summing junction. 18
Superbela-inpul op amps,

221.222
Supert>eta inpol S1age. 221
SUperbela transistors. 221
Superdinde. 423
Supply regulalion. SOl
SV filter.;. 144-147
Switched capacitor. 187-192
SWilched-eapacitor filters.

Su SC filters
SwilcherCAD. 544, 55 I
Swilchers Made Simple, 544
Switches, 428--433
Switching regulators, 535-544

basic topologies, 537-539
capacitor seleclion. 541-543
coil selection, 540, 541
efficiency. 543. 544
monolithic, 544-551. Se~ 01.'0

Monolithic switching
regulatonl

Symmetric notch. 149

T

T. See Loop gain (T)
Tape preamplifier, 123
TC.502
Temperalure coefficient. 227
Temperature control

IiAear regulators. 529-532
monolithic lemperature

sensors, 511. 512
voltage regulators. 517-519

Temperature-ttl-frequency
converter. 488

THA.437-443
THD.450
-3·dB frequency. 119. 120
Thermal coefficienl (TC). 502
Thermal drift. 227
Thennally compensated Zener

diode references. 507-510
Themlal m)ise. 322
Thennal voltage. 5n(J

Thennocouple cold-junction
compensalors. 518, 519

Thermometer. 590
Third-order loop. 635
Thomson filters. 166
Three-terminal adjustable

regulators, 524
Three-Ienninal reference, 511
Threshold detector. 400,

401.407
THS4401 high·speed VFA. 303
nmer/counter circuils. 469-471
liming diagram. 470
TL080 op amp. 282
TLC279 CMOS op Imp.«23
TLE2426 Rail Spliller, 45
T-networl< photodinde amplifier.

338.339
Tone control, 123-125
Toial error, 615
Total harmonic distortion

(THD).450
Total OUtpUI nns noise. 317
Total nns input noise, 333
TOlal nns outpUt noi!liC, 331, 333
Tow-Thomas filter. 147. 148
Track-and-hold amplifier (THA),

437-443
Tracking converter. 585
Track mode, 434
Transconductance amplifiers, 5,

63-71. Set also
Voltage-to-current
converters

Transducer bridge amplifiers,
91-97

bridge calibration, 93, 94
bridge linearization, 97
single-op-amp amplifier, 96
strain gauge bridges. 94-96
transducer resistance

deviation. 92. 93
Transducer resistance deviation.

92.93
Transfer curve. 26
Transient response, 275-282
Transimpedance ampliticni.

61.294
Transistor noise models. 324
Transition band. 161
Tran.~ition frequency. 261
Transmission gate. 432. 433
Transresislance amplifier.

5.61-63
Trehlelhass control. 123-125
Triangular-to-sine wave

cunversiun, 475. 476
Triangular wave generators.

471-47~

Triple-up-amp IA. 79-82

Triple·oolpol nyback
regulalor. 550

True difference amplifier. 20
True rms meters. 314
True nns-Io-dc converters,

614.615
2240 timer/counter circuil.

469-471
T'wo-quadrant multiplier. 615
T'wD-siep converter. 591
T'wo-Itnninal rd~nce. ~ II
Type I pha'oC ('omparalor.

637,638
Type II phase comparator.

639.640
'TYpe III phase comparalor.

638.639

U

Ultralow-noise op amps, 341. 342
Unbalanced bridge

difference amplifiers, 74-77
V·( converters, 68. 69

Uncompensated
differentiator.357

Undamped. 127
Underdamped. 127
Undamped natural frequency.

127.634
Undervoltage sensing, 533-535
Unity-gain amplifier, II
Unity-gain frequency, 116,

261.357
Unily-gain KRC circuil. 136-138
Universal filters, 144-150

biquad fillers. 147. 148
notch response, 148-150
sensitivity, 152
SV filler.;. 144-147

Univel'58l SC fillers. 198-204
Unloaded current gain, 4
Unloaded transconductance

gain. 620
Unloaded voltage gain. 3
Upper saturalion region. 44. 45
UV sensing, 533-535

v
VCM.73
VDM.73
Variable gain. 77
Variable precision damp, 445
Variable-transconductance

multipliers. 616--618
Variable transconductance

principle. 616
VCO.473-475
VFA-CFA composite

amplifier. 387
VFAs. 293. 300-303
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VFC, 486-490
VFC32 voltage-lo-frequenq

converter, 489, 490
V-F converters, 486-490
V-I converters. Su

Voltage-Io-current
converters

Virtual sOOn. 16
Voltage amplifier. 3
Voltage comparalors, 399-415

bar graph meters, 412-414
general-purpose Ie

comparators, 401-406
high-speed compilfators.

406,407
le,el detectors, 407--4O'J""
on.()ff coolfOl. 409. 410
op amp as, 400. 401
pulse-width modulation,

414,415
response time, 399. 400
uses, 407-415
window detectors, 41Q-412

Voltage compliance, 64, 515
Voltagc-concrolled oscillator

(VCO),473475
Vollase-conlrolled

uwtoothlpulse·wave
• oscillator. 477

Vohage-controlled Slalc-variable
fille., 626

Voltage-controlled
triangular/square-wave
oscillalor. 474

VOltage droop, 434, 435, 440
Voltage droop rale, 435
Voltage-feedback amplifiers

(VFAs), 293, 300-303
Voltage follower, II, 12, 356
Vohage gain factor, 3
VOltage-mode control, 544--541

..

Voltage mode R·2R ladders.
571,572

Vuhage-mode segmentation, 577.
578

Voltage references. 506-S 19
bandgap voltage references,

510,511
current sources, 515-517
monolithic temperature

sensors. 511, 512
remote senSing. 513, 514
temperature-sensor

applications. 517-519
thermally compensated

Zeocr diode references.
507-510

u5Os,512-519
vollage sources. 514. 515

Vollage referenceslregulalOrs.
499-558

basic connection, 500
linear regulators, 519-535.

Sit also Linear regulators
monolithic swilching

regulat"",544--551
performance specifications,

500-506
SWitching regulalors. S3S-S51.

St!t! also Switching
regulators

vollage references. 506-519.
See also Voltage
references

Voltage sources, 514, 51S
Voltage-lo.-current converters,

63-71
finite open-loop gain, 70
floating-type converters,

64,65
grounded-load converters.

6lHi8

Howland current pump, 66-68
improved Howland current

pump, 70, 71
praclical op amp limitations,

65,66
resislanee mismatches, 68, 69

Voltage-Io-frequency converter
(VFCI,48&-49O

VPTATs, 511, 512
VTC offsetting, 418-420

W

Weighted-capacilor DACs,
568,569

Weighted-resistor DACs,
567,.568

White noise. 316
White-ool.. fIoon. 316
Widehand ~'dc.odoverte•• 427
Wideband bond-pus filler. 120
Wide-sweep multivibrator VPC.

487-489
Widlac, Rohert J., I
Wien-bridge oscillator. 451-4S6
Window detec,,,,,, 410-412

X
XR-210115,484
XR-2206 function generator,

484-486
XR-2206101 monolithic function

generalnh, -tH4
XR-224U timer/counter, 469-471

Z
Zener diode (as shunt

regulator), 503
Zener zapping, 232
Zero-crossing detector, 400
Zero-pole cancellation, 284
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